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Purpose: Survival analysis is a statistical method used in many fields, especially in the 
field of health. It involves modeling the relationship between the survival time of individu-
als after a treatment or procedure and the event called response. The presence of outliers 
in the data may cause biased parameter estimations of the established models. Also, this 
situation causes the proportional hazards assumption to be violated especially in Cox reg-
ression analysis. Outlier(s) are identified with the help of residuals, Bootstrap Hypothesis 
test and Rank product test.   
Method: In R.4.0.3 software, outlier(s) are determined on a clinical dataset by the Scho-
enfeld residual, Martingale residual, Deviance residual method and Bootstrap Hypothesis 
test (BHT) based on Concordance index, and Rank product test. 
Results: After the cox regression established by the backward stepwise and robust cox 
regression, it was observed that the established models did not fit. So, the outlier(s) deter-
mined by the methods mentioned.   
Conclusion: It was decided that only one observation could be excluded from the study. 
As in the survival data, in many data types, outliers can be detected and further analyzes 
can be applied by using the methods mentioned.
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1.INTRODUCTION
Survival analysis is a process that involves mode-
ling relationships with time in the occurrence of 
the event. Clinically, it involves examining the re-
lationships between an individual’s survival time 
after a particular treatment or procedure and the 
event occurring in response. At the same time, 
the effect of independent variables on survival 
time can be modeled. The occurrence of the event 
usually occurs as death. If the event has not oc-
curred, those individuals are included in the study 
as censored. Cox regression analysis is frequently 
used to examine the effect of independent varia-
bles on survival time.1 For this analysis, which is a 
semi-parametric model, the variables in the mod-
el must satisfy the proportional hazards assump-
tion. This assumption means that the hazard ratio 

is constant over time. The presence of outliers in 
the variables in the data indicates that the Cox re-
gression coefficients deviate from the true value. 
Therefore, it causes wrong findings in parameter 
estimation.2 There are studies in the literature on 
outlier detection in wide areas such as normal 
data, multivariate normal data, censored data, 
negative data, time series data, gene expression 
data.3 As in these studies, the evaluation of the ad-
equacy of the established models has an important 
place in the diagnostic procedures. A large part of 
this process includes the evaluation of residuals. 
There are many residual methods in the literature. 
In this study, Schoenfeld residual, Martingale re-
sidual, Deviation residual and Concordance index 
based Bootstrap Hypothesis methods are used.
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In the study, effective observations are obtained 
with the rank product test by using the results 
of the residuals and concordance c-index-based 
Bootsrap Hypothesis test in outlier detection. Out-
lier(s) are be identified with the help of residuals 
and Rank product test.

2.MATERIALS and METHODS 
Study Selection: With the help of the data obtained 
by Aktaş et al.4, who worked on 209 patients di-
agnosed with CCHF (Crimean-Congo Hemorrhagic 
Fever) between May 2010 and September 2015 in 
Tokat State Hospital. The study data was approved 
by the Tokat Gaziosmanpaşa University Clinical 
Research Ethics Committee. The data set consists 
of clinical information on 48 covariates of 209 pa-
tients.4 Analyses were performed using the pack-
ages “survival”5, “coxrobust”6, “BCSOD”7, “qvalue”8 

in R 4.0.39 software.
	
2.1.Cox regression model
Cox regression model, which is a frequently used 
method in survival analysis, examines the rela-
tionship between survival time as the dependent 
variable and one or more independent variables 
on which the effect is investigate.1,10

Cox regression model is given as
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Let m(𝑡𝑡, 𝑋𝑋) be a weight function, where 𝑚𝑚!" = 𝑚𝑚(𝑡𝑡!, 𝑋𝑋")  ve 𝑚𝑚! = 𝑚𝑚!! = 𝑚𝑚(𝑡𝑡!, 𝑋𝑋!) are the weight 1 ≤ 𝑖𝑖 ≤

𝑗𝑗 ≤ 𝑛𝑛. Robust state of partial likelihood function for parameter estimation is 

β^’ X),	                             (1)

In the equation, β=(β1,…,βp) are the unknown re-
gression coefficients, h_0 (t) is baseline hazard and 
X=(X1,…,Xp) is the covariate vector.11 Although Cox 
regression analysis is a frequently used model, the 
Cox robust regression model is recommended be-
cause the presence of outliers causes large chang-
es in parameter estimations.
	
2.2.Cox robust regression model
This model is obtained by weighting the partial 
likelihood function in the Cox regression mod-
el.12,13

Let m(t,X) be a weight function, where m_
ij=m(ti,Xi)  ve m_i=m_ii=m(ti,Xi) are the weight 
1≤i≤j≤n. Robust state of partial likelihood function 
for parameter estimation is
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This model reduces the contribution of outliers to 
the model in parameter estimation.14

	
2.3.Outlier detection methods in survival anal-
ysis
2.3.1.Residuals
In the detection of outliers that have a significant 
effect on parameter estimation, it is important to 
use residuals to reveal whether the established 
model meets the assumptions.

2.3.2.Schoenfeld
Schoenfeld residuals, also known as a,score resid-
ual, are used to test the proportional hazards as-
sumption in the Cox regression model. This type 
of residual has a set of values for each independ-
ent variable in the model, rather than one val-
ue for each observation.15 To test he assumption 
that Schoenfeld residuals do not depend on time, 
Schoenfeld stated that the ith residual can be plot-
ted against ti to test the assumption that the resid-
uals are not time dependent. Schoenfeld residual 
is
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Where ti is ith survival time and Xi is covariate vec-
tor and Ri is risk set.

Kumar and Klesjö found that the partial residuals 
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Where 𝑡𝑡%is ith survival time and 𝑋𝑋% is covariate vector and 𝑅𝑅% is risk set. 

Kumar and Klesjö found that the partial residuals estimated against time should be randomly 

distributed around 0. Therefore these residuals are summed to zero.16     

 Martingale 

Barlow and Prentice17 proposed the type of residual named Martingale-based residual or 

Martingale residual. Martingale residual for ith individual is 

 𝑀𝑀4% = 𝛿𝛿% − 𝐻𝐻4!(𝑡𝑡%)exp	(𝛽𝛽7.𝑋𝑋%) (4) 

Where 𝛿𝛿% is event. Martingale residuals take values between -∞ and 1. It shows an asymmetrical 

distribution. A value close to 1 indicates a shorter than expected survival time, a large negative 

value indicates a long survival time.18,19  

 Deviance 

Deviance residuals proposed by Therneau, Grambch and Fleming20 were converted from 

Martingale residuals. These residuals are given as 
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estimated against time should be randomly dis-
tributed around 0. Therefore these residuals are 
summed to zero.16 
   
2.3.3.Martingale
Barlow and Prentice17 proposed the type of residu-
al named Martingale-based residual or Martingale 
residual. Martingale residual for ith individual is

	 M ̂_i=δ_i-H ̂_0 (t_i )exp⁡(β ̂^T X_i)	 (4)

Where δ_i is event. Martingale residuals take val-
ues between -∞ and 1. It shows an asymmetrical 
distribution. A value close to 1 indicates a shorter 
than expected survival time, a large negative value 
indicates a long survival time.18,19 

2.3.4.Deviance
Deviance residuals proposed by Therneau, 
Grambch and Fleming20 were converted from Mar-
tingale residuals. These residuals are given as
	 d_i=sign(M ̂_i)√2 [-M ̂_i-δ_i log⁡(δ_i-M 
̂_i)]^(1/2)	 (5) (5)

They are distributed symmetrically around zero.
	
2.3.5.The Concordance c-index
This method proposed by Harrell et al.21 to demon-
strate the performance of survival analyses. It 
measures the probability of a higher prediction in 
the individual in whom the event occurred for the 
first time. This statistics, which is sensitive to out-
liers, measures how well the predicted values fit 
with the rank-ordered response variables14.  The 
error rate is calculated as 1-c and c represents the 
Harrell concordance index. Error rates range from 
0 to 1, with a value of 0 indicating the best accu-
racy. There are 3 alternative methods for outlier 
detection in survival analysis using the c index: (1) 
One-Step Deletion, (2) Bootstrap Hypothesis test 
and (3) Dual Bootstrap Hypothesis test.

Bootstrap Hypothesis test which will be used in 
this study, tests concordance variation over boot-
strap samples without ith individual.

Hypotheses for ith. observation are given as
	
H_0:δC_i≤0, H_1:δC_i>0	                                (6)

Where 〖δC〗_i=C_(i-) -C_all, C_(i-)  is the c-index of 
model establised without i. individual ve C_all is 
the c-index of model with all variables.

The smallness of the p values obtained from the 
hypotheses indicates the observation is outlying. 
	
2.3.6.Rank Product Test
Rank product test is a method used to derive an 
overall conclusion from the findings obtained from 
the methods used to identify outliers. This meth-
od, which is a non-parametric statistical method, 
was first used in meta-analysis and microarray 
studies.22,23 In this method, the aim is to provide a 
unified definition with the ranking obtained from 
the methods used.24 

Let n, m be the number of individuals and the out-
lier detection method, respectively. Let  Pij,

be the outlyingness of ith individual for jth meth-
od, with 1≤i≤n and 1≤j≤m. 

The deviance rank is given as
	

R_ij=rank(P_ij ),    1≤R_ij≤n.                                  (7)

For each method, the lowest ranks obtained indi-
cate more outliers than the others.  After obtaining 
ranks for each method, the rank product is defined 
as

	 〖RP〗_i=∏_(j=1)^m▒R_ij                            (8)
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To determine the statistical significance of 〖RP〗_i, 
the permutation approaach23, logarithm ap-
proach25, and exact probability26 are used.  The 
algorithm in this study produces accurate approx-
imate p values based on the geometric mean of 
the upper and lower bounds, defined recursively. 
Since more than one test is performed here, the 
problem of increasing type I error in multiple tests 
is encountered. For this problem, false discovery 
rate (FDR), which is less conservative than the 
Bonferroni correction, is preferred.27 The FDR, the 
expected rate of false positives among all signifi-
cant tests, ranks the p-values in ascending order 
and divides them by percentiles. FDR is deter-
mined by the q-value.

3.RESULTS
It was aimed to create an application area in deter-
mining residual value with the help of the data ob-
tained by Aktaş et al.4, who worked on 209 patients 
diagnosed with CCHF (Crimean-Congo Hemor-
rhagic Fever) between May 2010 and September 
2015 in Tokat State Hospital. The study data was 
approved by the Tokat Gaziosmanpaşa University 
Clinical Research Ethics Committee. The data set 
consists of clinical information on 48 covariates of 
209 patients.4

Analyses were performed using the packages “sur-
vival”, “coxrobust”, “BCSOD”, “qvalue” in R 4.0.39 
software. The dimensionality reduction was per-
formed on the data set using backward stepwise 
method in Cox regression analysis.
 
In the data set, the variables Gender, Treatment, 
Fibrinogen, Alp (Alkaline Phosphatase), D_bil (Di-
rect bilirubin), Ldh (Lactate dehydrogenase), T_bil 
(Total bilirubin), Mono (Monocytes), Hgb (Hemo-
globin), Inr (International normalized ratio), Aptt 
(Activated partial thromboplastin time), Ferritin 
obtained after backward stepwise method in Cox 

regression analysis were included in the model. 
In R 4.0.3, the package “survival” is used to obtain 
Cox regression model, Schoenfeld Residuals, Mar-
tingale residuals, deviance residuals. The package 
“coxrobust” is used to obtain Cox robust regres-
sion model. The package “BCSOD” is used to per-
form Bootstrap Hypothesis test based on Concord-
ance c-index. Finally, the package “qvalue” is used 
to obtain q-values.

Descriptive statistics for the variables to be used 
in the model are given in Table 1.

Firstly, we modeled the Cox regression model us-
ing the function “coxph” in the library “survival”. A 
robust method of Cox regression was used to show 
consistency with previous Cox regression analysis 
results. The library “coxrobust” package was used 
for robust cox regression model (Table 2).

From the result, the results are not consistent with 
the previous cox regression model. In Cox robust 
model, gender and treatment variables are sta-
tistically significant for a 5% level of significance 
(Table 2).

First, proportional hazards assumption, which is 
the Cox regression model assumption, needs to be 
tested. We tested proportional hazards assump-
tion using the function “cox.zph” in library “sur-
vival”.

Figure 1 show that the proportional hazards as-
sumption of the established model is met. The p 
value for all variables is above 0.05. So, the propor-
tional hazards hypothesis is not violated.

23
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Table 1.
General distribution of variables in the model

Table 2.
The results on the Cox Regression, Robust Cox Regression and Final Cox Regression

Qualitative variables n (%)

Prognosis
Alive 181 (86.6)

Death 28 (13.4)

Treatment
Support treat. 182 (87.1)

Support treat+Antiviral 27 (12.9)

Gender
Female 82 (39.2)

Male 127 (60.8)

Quantitative variables Mean±SD Median [Q1-Q3]

Fibrinogen 289.89±92.01 279[234-356]

Alp 131.88±103.31 95[66-158]

D_bil 0.61±1.44 0.2[0.13-0.39]

Ldh 976.31±1001.08 583[362-1201]

T_bil 0.95±1.47 0.49[0.32-0.82]

Mono 0.28±0.27 0.17[0.09-0.35]

Hgb 12.99±2.16 13.23[11.9-14.6]

Inr 1.25±0.45 1.14[0.98-1.37]

Aptt 50.79±23.82 42[35.2-60]

Ferritin 6790.29±12754.84 2000[646-4432]

Variables Cox Regression Robust Cox Regression Final Cox Regression
coef HR p coef HR p coef HR p

Gender    -0.746 0.525 0.156 -1.739 0.843 0.039 -1.198 0.567 0.035
Treatment -0.650 0.615 0.291 -2.319 0.877 0.008 -1.748 0.752 0.020
Fibrinogen -0.005 0.003 0.086 -0.006 0.005 0.223 -0.008 0.003 0.012
Alp       -0.003 0.002 0.146 -0.009 0.004 0.021 -0.006 0.003 0.023
D_bill    -0.592 0.456 0.194 -1.074 1.110 0.332 -0.859 0.499 0.085
Ldh       0.001 0.000 <0.001 0.001 0.001 0.020 0.001 0.000 <0.001
T_bill    0.642 0.383 0.094 1.056 1.040 0.311 0.878 0.430 0.041
Mono      0.992 1.011 0.327 1.889 1.950 0.333 2.027 1.069 0.058
Hgb       0.207 0.125 0.099 0.225 0.138 0.104 0.202 0.117 0.084
Inr       0.884 0.460 0.055 1.535 1.080 0.155 1.439 0.620 0.020
Aptt      0.018 0.008 0.017 0.050 0.014 <0.001 0.032 0.009 <0.001
Ferritin  0.000 0.000 0.009 0.000 0.000 0.046 0.000 0.000 <0.001
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Figure 1. 
Schoenfeld residual plot for independent variables     
  

Martingale and deviance residuals were used for 
outlier detection. The function “resid” was used 
for martingale and deviance residuals. From mar-
tingale and deviance residuals, there are 6 com-
mon outliers. These outliers can also be see in the 
figure 2.

Figure 2. 
Martingale and deviance residuals

The other outlier detection method is the boot-

strap hypothesis (BHT) based on the concordance 
c-index. The package “BCSOD” was used for BHT. 
Here the bootstrap number is 1000. The lowest 
p-values in table indicate outliers (Table 3).

Table 3. 
Result of BHT on concordance c-index
id exp infl max p-value
67 0.039 0.103 0.089
93 0.022 0.108 0.240
63 0.021 0.110 0.252
66 0.020 0.109 0.268
25 0.021 0.103 0.269

The top outliers are given in the table 3. Finally, 
to obtain an overall result, rank product test was 
used. In rank product test, we performed the algo-
rithms p-values and q-values, respectively. p-val-
ues are obtained with the function “rankprod-
bounds”. q-values are obtained with the package 
“qvalue”. If we combine the results obtained, we 
obtain Table 4.

Table 4. 
The results of the rank product test

id rank_
martingale

rank_
deviance

rank_
bht

p
values

q
values

25 1 5 25 0.0002 0.0481
5 19 35 5 0.0097 0.4047
6 16 32 6 0.0089 0.4047
11 10 28 11 0.0090 0.4047
63 3 13 63 0.0071 0.4047
14 14 30 14 0.0169 0.5196
40 7 25 40 0.0199 0.5196
158 2 21 158 0.0189 0.5196
39 209 1 39 0.0229 0.5322
7 37 53 7 0.0367 0.5944
57 9 27 57 0.0370 0.5944
115 5 19 115 0.0299 0.5944
199 4 17 199 0.0362 0.5944
30 17 33 30 0.0438 0.6537
10 36 52 10 0.0479 0.6680
1 142 163 1 0.0572 0.7036
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Since 25th observation has the smallest significant 
q-value, further analysis can be made by excluding 
this observation from the study. The Cox regres-
sion model after the 25th observation eliminated is 
given in Table 2. After eliminating an outlier, there 
is an increase in the number of significant varia-
bles in final cox regression model. 

4.CONCLUSION
According to the results obtained from the clini-
cal data set, the outliers detected according to 
martingale residual method, deviance residual 
method and BHT based on concordance c-index. 
As a general approach combining these methods, 
rank product test was used. In our clinical data 
set, there is one outlier. After eliminating the 25th 
observation, there was an increase in the number 
of significant variables in cox regression model. 
There are different residual methods in the liter-
ature to be used for the outlier detection.14,19,28 In 
the rank product method, the aim is to provide a 
unified definition with the ranking obtained from 
the methods used. The rank product test can be 
applied by using these different methods. Pres-
ence of outlier causes the proportional hazards 
assumption to be violated especially in Cox re-
gression analysis. In order to avoid this situation, 
it is recommended to use these methods for out-
lier detection. With this application, especially in 
survival data, it will find application in different 
disciplines.
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