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Abstract 
Solar energy systems which is one of the renewable energy sources takes more interest and gains prevalence day by day. A significant 
problem in solar energy systems as in other many renewable energy sources is the instability of the energy that the system will 
provide. Forecasting of the energy to be obtained is very important in this respect. In this study, solar radiation has been forecasted 
using meteorological data taken from the General Directorate of Meteorology for Isparta province. Random Forest (RF), k-Nearest 
Neighbor (k-NN), Artificial Neural Network (ANN) and Deep Learning (DL) methods have been used for forecasting. In addition, 
the results of dummy variable usage for time data have been examined with these different methods. According to the findings 
obtained, it is seen that the dummy variable usage increases performance for ANN and DL methods but decreases performance for 
RF and k-NN methods. Best results have been obtained with ANN and DL for the forecasting of the solar radiation. 
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1. Introduction 
 
Due to economic and environmental reasons, more and more investments are made in renewable energy systems and the interest is 
increasing (Al-Sbou and Alawasa, 2017). According to the report prepared by the International Renewable Energy Agency (IRENA), 
the energy capacity obtained from renewable energy sources reached 2799 GW at the end of 2020, 26% of which was solar energy 
systems. In 2020, there was an increase of 10.3% in renewable energy capacity all over the world, and 91% of this increase was provided 
by solar and wind energy (Anonymus, 2021). This data shows that solar and wind energy will rapidly exceed the rate of other systems 
in renewable energy systems. The fact that, unstable and discontinuous nature of the energy obtained from renewable energy systems 
is a disadvantage and causes significant technical problems. Forecasting the energy to be produced makes an important contribution to 
overcoming these technical problems like sustainability, stability and security of the energy source (Al-Sbou and Alawasa, 2017).  
 
Several studies were made to forecast solar energy produced. In the study of Al-Rousan et al. (2021), the dataset was collected by using 
a designed sun tracking system. They examined the ML algorithms in 5 categories, and obtained the best results with M5rules, RF, 
Bagging, k-NN and Multilayer Perceptron (MLP) algorithms in each category. Among these algorithms, the best performance result 
was obtained with RF. Ozoegwu (2019) proposed an alternative hybrid ANN model to the Nonlinear Autoregressive (NAR) based 
ANN method in his study and obtained better results. Elsheikh et al. (2019) worked on the modeling of different systems using solar 
energy with ANN and examined different ANN models. Alomari et al. (2018) made an hourly solar power forecast one day ahead with 
the solar radiation and solar energy power values taken previously in their study. They obtained results with an R value of 0.99. Ayko 
and Bozkurt Keser (2021), on the other hand, compared 45 different ML algorithms in their study. They found that ensemble learning 
methods outperformed other ML algorithms. Erten and Aydilek (2022) compared 4 different regression models as Lasso, Ridge, Elastic 
and Linear in solar power prediction. In their study, Elastic Regression model outperformed other proposed models. 
 
There is also a time series approach with Long Short-Term Memory Network in the literature for solar radiation forecast (Kara, 2019). 
Sanders et al. (2017) used weather forecast values together with actual weather data. In the results obtained, they reached 40.2% better 
average absolute error values in 24-hour forecast values and 7.6% better in 1-hour forecast values. Hamdan et al. (2017) reached 
Squared Correlation (R2) values of 97% with Feed Forward and Elman, and 99% with Nonlinear Autoregressive Exogenous (NARX) 
from ANN models in order to forecast hourly solar radiation values. Ibrahim and Khatib (2017) used Firefly Algorithm (FFA) and RF 
algorithms together in their studies and they determined the ideal number of trees in the RF with FFA firstly. With this hybrid model 
they concluded that better performance results could be obtained than ANN, ANN-FFA and RF methods. In their study, Al-Sbou and 
Alawasa (2017) used hourly weather data to forecast solar radiation 24 hours in advance with the NARX method, and achieved the best 
performance by using all three of the temperature, wind and humidity values. Yadav et al. (2015) used meteorological data taken from 
76 different points in their studies with different ANN methods and they concluded that the variables of temperature, altitude and sun 
hour are the most effective, while the variables of aperture index, extra-atmospheric solar radiation, latitude and longitude are less 
effective. Mohammed et al. (2013) used hourly meteorological data and reached the best results with the Marquardt–Levenberg 
algorithm made with the NARX model in their forecast. Demirtas et al. (2012) concluded that the forecasting results obtained by using 
k-NN are more successful than other methods such as ANN and Fuzzy in their study.  
 
In his study, Şahin (2013) used month, latitude, longitude and surface temperature data and made forecasting with different ANN 
models for solar radiation. In another study, Şeker (2021) obtained high-accuracy values by using ANN and concluded that ANN can 
be used for solar radiation forecast. Şeker (2021) used minute, hour, day and month variables as independent variables in the ANN 
model. In addition, there are models that forecast solar power generation in the literature (Uğuz et al., 2019). 
 
The use of other coding techniques for variables that do not have numerical superiority but are expressed numerically by nature may 
affect the performance in ML. For example; although the year expressions do not represent a numerical superiority, they are mentioned 
numerically (such as 2022, 2023). There are occasional contradictions in the use of variables in the models to be built with such data. 
Although there are various methods for coding such data, the most used method is the use of dummy variables (Jolly and Gupta, 2021). 
There are examples in the literature where time variables are used as dummy variables (Hong et al., 2010; Pardo et al.,2002). 
 
The aim of this study is to create a successful 1-hour ahead solar radiation forecasting model for the Isparta province by using different 
ML algorithms. In addition, the effects of the use of time variables as numerical or dummy on the performance of the model was 
examined. Time variables (year, month, day and hour) were used as independent variables together with meteorological data.  
 
This article is structured as follows. We introduce the dataset and brief theory of ML models in Section 2. In Section 3, we described 
the obtained results and discussion. Finally, some concluding remarks are given in Section 4. 
 
2. Material and Methods 
 
In recent years, thanks to numerous algorithms and increasing processor capacities, ML has proven its forecasting power in data science 
and has gained an important place in the big data world. It has been widely used in studies on forecasting solar radiation and continues 
to be used with new techniques. But the performance of the algorithm depends on the structure of the dataset; such as feature types, 
sample size. Models should be tested with the existing dataset to select the best algorithm. 



UMAGD, (2023) 15(2), 704-713, Güzel et al. 

706 

   
In this section, analysis of the data set and ML methods used were given. The hourly total global solar radiation, wind speed, 
temperature, relative humidity and cloudiness data of Isparta province were received. The data set was compiled by putting these 
meteorological data and also year, month, day and time values into separate variables.  
 
RF, k-NN, ANN and DL methods were tested in order to forecast the output of solar radiation with the input of hour, day, month, year, 
temperature, cloudiness, relative humidity and wind speed. Rapidminer ML software platform has been used to create and test all 
models. In addition to testing four different ML methods, the effect of using time variables (year, month, day, hour) as numerical or 
categorical on the model performance was examined. For this purpose, all the used integer time variables were converted into dummy 
variables and the models were reconstructed and the results have been compared. 
 
2.1. Dataset 
The hourly meteorological data covering the 2016- 2020 of Isparta province, which were taken separately from the General Directorate 
of Meteorology, were brought together with the help of unique codes created with time characteristics. The created data set contains 9 
features including year, month, day, hour, temperature, cloudiness, relative humidity and wind speed as inputs and solar radiation as 
output. Also, the dataset has 40557 samples. The lowest, highest, average and standard deviation values of the meteorological features 
of the created data set are given in Table 1. Additionally, the correlation matrix of the meteorological features used is given in Table 
2. 
 

Table 1. Statistical Values of Dataset 

Features Minimum Maximum Mean 
Standard 
Deviation 

Solar Radiation (W/m2) 0 61251 11496.37 16800.92 

Temperature (⁰C) -13.70 37.40 13.26 9.46 

Cloudiness (Okta) 0 8 2.58 2.65 

Relative Humidity (%) 7 99 60.93 22.10 

Wind Speed (m/s) 0 20.90 1.67 1.27 

 
 

Table 2. Correlation Matrix for Meteorological Data 

Features 
Solar 

Radiation 
Temperature Wind Speed 

Relative 
Humidity 

Cloudiness 

Solar Radiation 1.00     

Temperature 0.50 1.00    

Wind Speed 0.29 0.19 1.00   

Relative 
Humidity 

-0.56 -0.73 -0.34 1.00  

Cloudiness -0.10 -0.19 0.30 0.28 1.00 

 
2.2. Machine Learning Algorithms 
Solar Radiation forecast could be made by using 4 different methods, which are physical, empirical, statistical and ML. Here, ML 
methods have been used because these models have higher accuracy and wider application compared to others (Zhou et al., 2021). In 
the study the total hourly global solar radiation value has been forecasted by using most powerful machine learning methods which are 
RF, k-NN, ANN and DL. These methods are briefly described in below. 

 
2.2.1. Random Forest (RF) 
Decision Tree (DT) is a ML algorithm that aims to forecast by defining rules in a certain order towards nodes or leaves. RF is a method 
created by bringing together more than one DT to produce more consistent results.  In the RF method, the trees in the community are 
formed randomly, so less correlation occurs between the trees and the forecasting accuracy is higher (Korkmaz et al., 2018).  
 
In some studies, the RF algorithm is used for the forecast of solar radiation. The RF has good accuracy compared to other ML techniques 
in most of the studies (Bamisile et al., 2022; Benali et al., 2019; Torres-Barrán et al., 2019; Zeng et al., 2020). Using the RF, interactions 
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between variables and feature selection naturally occurs while learning process. Also, variable importance measures and taking the 
ordering information into account are extreme features of RF over other ML methods (Sun et al., 2016). In addition, the RF has a few 
parameters and does not overfit (Ibrahim and Khatib, 2017). For this study the least square method was used and number of trees was 
100 and also maximum tree node depth was used as 10.   
 
2.2.2. K Nearest Neighbor (k-NN) 
The k-NN algorithm is a ML algorithm that can be used in both regression and classification forecasting problems (Demolli et al., 
2019). The k-NN algorithm have been rarely used in energy systems area (Marzouq et al., 2019; Yesilbudak and Ozcan, 2022). In 
this study, the k-NN is used because of it is power on forecast and for the purpose of comparison. The effect of using dummy 
variable on the k-NN model was examined and results are analyzed. For the k-NN model, k used as 5 and Euclidean distance 
measurement used to determine the nearest neighbors. 

 
2.2.3. Artificial Neural Network (ANN) 
The billions of nerve cells (neurons) in the human brain try to produce solutions to complex problems in interaction with each other, 
using the information they have previously learned. Neurons in an ANN algorithm are similarly imitating this, learning the input data 
in general terms and trying to produce consistent solutions to problems (Demirtas et al., 2012). 
 
The neuron structure in ANN is mainly as in Figure 1, and consists of five main elements: input, weights, transfer function, activation 
function and output (Arslan et al., 2019). 
 

 
Figure 1. General Structure of a Neuron 

 
In ANN models, a single hidden layer of feed forward back propagation structure is used. While the data flow in forward feeding is 
one-way without creating a loop between neurons, the error values in the back propagation are compared with real results and the 
weights at the input are updated (Gullu et al., 2011). The flow chart of the model formed for an ANN is given in Figure 2.  
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Figure 2. Created Feed Forward Back Propagation ANN Model 
 
For ANN model in the study, Sigmoid function was used as an activation function. 
 
2.2.4. Deep Learning (DL) 
The DL algorithm is a subclass of ML based on ANN.  In the DL, the entire process is carried out by the algorithm but in other ML 
algorithms the process needs to be modified manually in case of incorrect forecasting (Kayci, 2021). In this way, DL can better mimic 
the structure of learning and solving solutions to human learning algorithms compared to other ML algorithms. In addition, as shown 
in Figure 3, the increase in data in other ML methods supports the increase in performance up to a point, while the performance increase 
in DL continues with the amount of data (Döş and Uysal, 2019; Kraus et al., 2020). 
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Figure 3. Performance Change According to the Amount of  Data For DL And Other Learning Algorithms 
 
In the DL model used, a structure consisting of a multi-layered feed forward backward propagation neural network was used with a 
stochastic gradient reduction. Also generated model has two hidden layers with 50 neurons in each hidden layer in addition to input 
and output layers. The generated model is given in Figure 4. 
 

 
Figure 4. Designed DL model 

 
For DL model in this study, Rectified Linear Unit (ReLU) was used as an activation function. 
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3. Results and Discussion 
 
Eight different models were created for performance comparison by using dummy, numerical variables and four different algorithms. 
All models were tested with 5-fold cross validation. R-squared (R2), The Root Mean Squared Error (RMSE) and Standard Deviation 
values obtained by cross validation are given in Table 3.  
 

Table 3. Performance Results of the Models 

Learning 
Algorithm 

Time Variable 
Type 

R2 Standard Deviation RMSE 
Standard 
Deviation 

RF 
Numerical 0.929 0.004 4526.757 112.351 

Dummy Variable 0.801 0.002 9249.251 60.363 

k-NN 
Numerical 0.887 0.004 5655.029 80.441 

Dummy Variable 0.561 0.008 11145.828 86.704 

ANN 
Numerical 0.938 0.004 4266.399 115.200 

Dummy Variable 0.948 0.002 4024.826 153.142 

DL 
Numerical 0.942 0.003 4104.559 131.380 

Dummy Variable 0.947 0.003 3897.705 81.380 

 
Accordingly, the most successful model in the RMSE value was the DL model with dummy variables. Right after, ANN model using 
dummy variables, comes next. The model with the worst performance values among all models was k-NN with dummy variables. 
Comparisons of the best and worst model's actual and forecasted values for a sample day (02.07.2018) are given in Figure 5. In addition, 
the effect of using dummy variables on the forecast of the same models is shown in Figure 5. 

 

 

     

Figure 5. Comparison of the Actual and Forecasted Values For 02.07.2018. (a) DL with dummy variable, (b) k-NN with dummy 
variable, (c) DL with integer values, (d) k-NN with integer values. 
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The effect of using dummy variables on model performance is given in Table 4. Here, the RMSE variation describes the percentage 
change in the performance of the machine learning algorithm with the use of dummy variables. According to the performance results 
obtained, it was observed that the use of dummy variables decreased the success in the RF and k-NN models, while it increased the 
success in the ANN and DL models. The highest percentage performance increase occurred in the ANN model, and the highest 
performance loss occurred in the RF model.  Enhancement on the performance of ANN and DL is notable. For ANN model 5.66% less 
RMSE value and 1% better accuracy has been obtained by using dummy coding. 
 

Table 4. Effect of Dummy Variables on RMSE Values of the Models 

Model RMSE Variation (%) 

ANN -5.66 

DL -5.04 

k-NN 97.10 

RF 104.32 

 

4. Conclusion 
 
As the amount of electrical energy obtained from solar power plants increases, the forecasting of solar radiation gains importance day 
by day in order to ensure the balance of electricity production and consumption in the interconnected grid. For this reason, ML methods 
have become frequently used in this field. In the study, the data set collected from the meteorological data of Isparta province used and 
comparisons were made about the performance of ML algorithms in solar radiation forecast. In addition, the effect of using time 
variables as integer or dummy variables on the performance of the models was examined. 
 
Among the models created in the study, the most successful model was the DL model using dummy variables with R2=0.947 and 
RMSE=3897.705 (± 81.380) values. In addition, it was observed that the use of dummy variables decreased the performance in the RF 
and k-NN models and increased the performance in the ANN and DL models. The effect of using a dummy variable depends on the 
ML algorithm used. 
 
In future studies, a more comprehensive model can be focused on by including data from different stations. In addition, different 
meteorological features can be added to the dataset, along with geographical parameters, and an increase in performance can be targeted 
with feature selection. 
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