
Commun.Fac.Sci.Univ.Ank.Ser. A1 Math. Stat.
Volume 72, Number 3, Pages 570–586 (2023)
DOI:10.31801/cfsuasmas.1211661
ISSN 1303-5991 E-ISSN 2618-6470

http://communications.science.ankara.edu.tr

Research Article; Received: November 29, 2022; Accepted: March 25, 2023

RANDOM FIXED POINT RESULTS FOR GENERALIZED

ASYMPTOTICALLY NONEXPANSIVE RANDOM OPERATORS

Isa YILDIRIM1 and Muhammed Emin BATUHAN2

1Department of Mathematics, Faculty of Science, Atatürk University, 25240 Erzurum,

TÜRKİYE
2Graduate School of Natural and Applied Sciences, Atatürk University, 25240 Erzurum,
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Abstract. In this paper, we define an implicit random iterative process with
errors for three finite families of generalized asymptotically nonexpansive ran-

dom operators. We also prove some convergence theorems using this iteration

method in separable Banach spaces.

1. Introduction and Preliminaries

Random analysis is one of the most important areas of mathematics. Particu-
larly, random techniques have a very common use in pure and applied mathematics.
Hans [9] and Spacek [17] proved random fixed point results for random contraction
mappings on separable metric spaces. Later, many authors have worked on it using
different operator classes and different spaces. Some of them are given in these
references [1], [3], [4], [10], [11], [12] and [13].

Let (℧,Σ) be a measurable space and X be a real Banach space. Assume that
E is an operator from ℧ × X to X. Here, the m-th iterate E(ℓ, E(ℓ, . . . , E(ℓ, u0)))
of E is denoted by as Em(ℓ, u0).

Definition 1. Let f be a mapping on ℧. If for any Borel subset X ⊂ R the set
f−1(X) is measurable, the mapping f is called measurable.

Definition 2. Let E be an operator from ℧ × X to X. If E(·, u0) : ℧ → X is
measurable for every u0 ∈ X, then it is called a random operator.
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Definition 3. Let E be an operator from ℧ × X to X. If E(ℓ, ·) : X → X is
continuous for each ℓ ∈ ℧, it is continuous.

Definition 4. Let E be an operator from ℧×X to X. If E(ℓ, p(ℓ)) = p(ℓ),∀ℓ ∈ ℧,
p is called a random fixed point of the random operator E. Here, p : ℧ → X is a
measurable function. We denote by RF (E) the set of random fixed points of E.

Definition 5. ( [2]) Let X be a separable Banach space and Θ be a nonempty
subset of X. Assume that E : ℧×Θ → Θ is a random operator. Then E is called

(i) nonexpansive random operator if

∥E(ℓ, u0)− E(ℓ, υ0)∥ ≤ ∥u0 − υ0∥ for all u0, υ0 ∈ Θ and for each ℓ ∈ ℧,
(ii) asymptotically nonexpansive random operator if there exists a sequence of

measurable functions rm : ℧ → [1,∞) with limm→∞ rm(ℓ) = 1 for each ℓ ∈ ℧ such
that

∥Em(ℓ, u0)− Em(ℓ, υ0)∥ ≤ rm(ℓ)∥u0 − υ0∥,∀u0, υ0 ∈ Θ,m ∈ N,
(iii) asymptotically quasi-nonexpansive random operator if there exists a se-

quence of measurable functions rm : ℧ → [0,∞) with limm→∞ rm(ℓ) = 0,∀ℓ ∈ ℧
such that

∥Em(ℓ, η(ℓ))− p(ℓ)∥ ≤ (1 + rm(ℓ)) ∥η(ℓ)− p(ℓ)∥,
where p : ℧ → Θ is a random fixed point of E and η : ℧ → Θ is a measurable
mapping.

(iv) uniformly L-Lipschitzian random operator if for all u0, υ0 ∈ Θ and for all
ℓ ∈ ℧

∥Em(ℓ, u0)− Em(ℓ, υ0)∥ ≤ L∥u0 − υ0∥,
where, m ≥ 1 and L > 0.

(v) semi-compact random operator if for a sequence of measurable mappings
{ϱm} from ℧ to Θ, with limm→∞ ∥ϱm(ℓ)− E (ℓ, ϱm(ℓ))∥ = 0 for all ℓ ∈ ℧, we have
a subsequence

{
ϱmk

}
of {ϱm} such that ϱmk

(ℓ) → ϱ(ℓ) for each ℓ ∈ ℧, where ϱ is
a measurable mapping from ℧ to Θ.

In 1995, Choudhury gave the random Ishikawa iteration method and he proved
some random fixed point theorems using this method in Hilbert spaces. Thus he
contributed to the development of random iteration schemes. Later, some authors
introduced different iteration methods for random fixed points of different operator
classes ( [2], [5], [6], [7], [8], [14], [15]). In 2005, Beg and Abbas [2] introduced
the following implicit iteration process for weakly contractive and asymptotically
nonexpansive random operators in Banach spaces. They also showed that this
iteration method converges to the common random fixed point of a finite family of
asymptotically quasi-nonexpansive random operators in Banach spaces.

Throughout the rest of this paper, I denote the set of the first ℵ natural numbers,

that is, I = {1, 2, . . . ,ℵ}. Also, F =
⋂ℵ

i=1 [RF (Si) ∩RF (Ei) ∩RF (Ki)] shows
the set of common fixed points of three finite families of mappings {Si : i ∈ I},
{Ei : i ∈ I} and {Ki : i ∈ I}.
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Let Ei : ℧ × Θ → Θ be a finite family of random operators and ϱ0 : ℧ → Θ be
any measurable function. Let us define the sequence of functions {ϱm} as follows:

ϱm(ℓ) = αmϱm−1(ℓ) + (1− αm)E
k(m)
i(m) (ℓ, ϱm(ℓ)) (1)

where m = (k − 1)ℵ+ i.
In 2007, Plubtieng et al. [14] introduced the following implicit iteration method

and they obtained some convergence results for a common random fixed point of
a finite family of asymptotically quasi-nonexpansive random operators under some
conditions in uniformly convex separable Banach spaces.

Let Ei : ℧ × Θ → Θ be a finite family of random operators and ϱ0 : ℧ → Θ
be any measurable function. Also, let’s assume that the sequence {fm} consists of
measurable mappings from ℧ to Θ. For all m ≥ 1 and ∀ℓ ∈ ℧,

ϱm(ℓ) = αmϱm−1(ℓ) + (1− αm)E
k(m)
i(m) (ℓ, ϱm(ℓ)) + fm(ℓ)

where m = (k − 1)ℵ+ i and each {fm(ℓ)} is summable sequence in Θ, that is, the
series

∑∞
m=1 ∥fm(ℓ)∥ is convergent.

Afterwards, Banerjee and Choudhury [1] constructed an implicit random itera-
tive process with errors for a finite family of asymptotically nonexpansive random
operators in real Banach space. They also proved that this process converges to the
common random fixed point of such operators in the setting of uniformly convex
Banach spaces. Their iteration process is as follows:

Let Ei : ℧ × Θ → Θ be a finite family of random operators and ϱ0 : ℧ → Θ be
a measurable function. For all m ≥ 1 and ∀ℓ ∈ ℧,

ϱm(ℓ) = αmϱm−1(ℓ) + βmE
k(m)
i(m) (ℓ, ηm(ℓ)) + γmfm(ℓ)

ηm(ℓ) = amϱm(ℓ) + bmE
k(m)
i(m) (ℓ, ϱm(ℓ)) + cmgm(ℓ),

(2)

where {αm} , {βm} , {γm} , {am} , {bm} , {cm} are sequences in [0, 1] with αm+βm+
γm = am + bm + cm = 1 and {fm} , {gm} are bounded sequences of measurable
functions from ℧ to Θ.

Based on the above studies, we first present the idea of the generalized asymptot-
ically nonexpansive random operators. We also give an implicit iteration method
using three finite families of these operator classes. Then, we obtain some conver-
gence results using this iteration process.

Definition 6. Let X be a separable Banach space and Θ be a nonempty subset of
X. Also, let’s assume that E : ℧ × Θ → Θ is a random operator. Then E is said
to be a generalized asymptotically nonexpansive random operator if there exist two
sequences of measurable functions µm(ℓ) : ℧ → [0,∞), νm(ℓ) : ℧ → [0,∞) with
limm→∞ µm(ℓ) = 0 and limm→∞ νm(ℓ) = 0 for each ℓ ∈ ℧ such that

∥Em(ℓ, u0)− Em(ℓ, υ0)∥ ≤ ∥u0 − υ0∥+ µm(ℓ)∥u0 − υ0∥+ νm(ℓ)

for all u0, υ0 ∈ Θ and for each ℓ ∈ ℧.
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Remark 1. From above definitions, we can see that every asymptotically nonex-
pansive random operator is generalized asymptotically nonexpansive random oper-
ator. But, its converse is not true in general. We know also that every asymp-
totically nonexpansive random operator with RF (T ) ̸= ∅ is asymptotically quasi-
nonexpansive random operator and every asymptotically nonexpansive and asymp-
totically quasi-nonexpansive random operator is uniformly L-Lipschitzian random
operator.

Definition 7. Let X be a separable Banach space and Θ be a nonempty subset of
X and Si, Ei,Ki : ℧ × Θ → Θ be three finite families of random operators. Also,
suppose that ϱ0 : ℧ → Θ is a measurable function.

Then our iteration method with errors is defined as follows:

ϱ1(ℓ) = α1S1(ℓ, ϱ0(ℓ)) + β1E1 (ℓ, a1ϱ1(ℓ) + b1K1 (ℓ, ϱ1(ℓ)) + c1g1(ℓ))
+γ1f1(ℓ)

ϱ2(ℓ) = α2S2(ℓ, ϱ1(ℓ)) + β2E2 (ℓ, a2ϱ2(ℓ) + b2K2 (ℓ, ϱ2(ℓ)) + c2g2(ℓ))
+γ2f2(ℓ)

...
ϱℵ(ℓ) = αℵSℵ(ℓ, ϱℵ−1(ℓ)) + βℵEℵ(ℓ, aℵϱℵ(ℓ) + bℵKℵ (ℓ, ϱℵ(ℓ))

+cℵgℵ(ℓ)) + γℵfℵ(ℓ)
ϱℵ+1(ℓ) = αℵ+1Sℵ+1(ℓ, ϱℵ(ℓ)) + βℵ+1E

2
1(ℓ, aℵ+1ϱℵ+1(ℓ)

+bℵ+1K2
1

(
ℓ, ϱℵ+1(ℓ)

)
+ cℵ+1gℵ+1(ℓ)) + γℵ+1fℵ+1(ℓ)

...
ϱℵ(ℓ) = α2ℵS2ℵ(ℓ, ϱ2ℵ−1(ℓ)) + β2ℵE

2
ℵ(ℓ, a2ℵϱ2ℵ(ℓ)

+b2ℵK2
ℵ (ℓ, ϱℵ(ℓ)) + c2ℵg2ℵ(ℓ)) + γ2ℵfℵ(ℓ)

ϱ2ℵ+1(ℓ) = α2ℵ+1S2ℵ+1(ℓ, ϱ2ℵ(ℓ)) + β2ℵ+1E
3
1(ℓ, a2ℵ+1ϱ2ℵ+1(ℓ)

+b2ℵ+1K3
1

(
ℓ, ϱ2ℵ+1(ℓ)

)
+ c2ℵ+1g2ℵ+1(ℓ)) + γ2ℵ+1f2ℵ+1(ℓ)

...

We can write compact form of above iteration as follows:{
ϱm(ℓ) = αmSk(m)

i(m) (ℓ, ϱm−1(ℓ)) + βmE
k(m)
i(m) (ℓ, ηm(ℓ)) + γmfm(ℓ)

ηm(ℓ) = amϱm(ℓ) + bmKk(m)
i(m) (ℓ, ϱm(ℓ)) + cmgm(ℓ), m ≥ 1, ∀ℓ ∈ ℧

(3)

where {αm} , {βm} , {γm} , {am} , {bm} , {cm} are sequences in [0, 1] with αm+βm+
γm = am + bm + cm = 1 and {fm} , {gm} are bounded sequences of measurable
functions from ℧ to Θ.

Lemma 1. ( [18]) Let {µm} , {vm} and {δm} be sequences of nonnegative real
numbers such that

µm+1 ≤ (1 + δm)µm + vm.

If
∑

δm < ∞ and
∑

vm < ∞, then

(i) limm→∞ µm exists,
(ii) limm→∞ µm = 0 whenever lim infm→∞ µm = 0.
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Lemma 2. ([16]) Let X be a uniformly convex Banach space and {u0m} and {υ0m}
be two sequences in X such that lim supm→∞ ∥u0m∥ ≤ r, lim supm→∞ ∥υ0m∥ ≤ r
and limm→∞ ∥ℓmu0m + (1− ℓm) υ0m∥ = r satisfying for any r ≥ 0. Also, let’s
assume that 0 < p ≤ ℓm ≤ q < 1. Then limm→∞ ∥u0m− υ0m∥ = 0.

2. Main results

Now, we will give some convergence theorems for generalized asymptotically
nonexpansive random operators using our implicit random iteration scheme with
errors.

Theorem 1. Let X be a separable Banach space and Θ be a nonempty closed
convex subset of X. Let Si, Ei,Ki : ℧ × Θ → Θ be generalized asymptotically
nonexpansive random operators with the sequence of measurable mappings {rim}
: ℧ → [1,∞) satisfying

∑∞
m=1 (rim(ℓ)− 1) < ∞ for all ℓ ∈ ℧ and for all i ∈ I.

Suppose that F ̸= ∅. Let the iteration {ϱm} be defined by (3) with the additional
assumption 0 < α ≤ αm, βm ≤ β < 1 and

∑∞
m=1 γm < ∞,

∑∞
m=1 cm < ∞. Then

{ϱm} converges strongly to a common random fixed point of the random operators
Si,Ei and Ki if and only if for all ℓ ∈ ℧, lim infm→∞ d (ϱm(ℓ), F ) = 0, where
d (ϱm(ℓ), F ) = inf {∥ϱm(ℓ)− ϱ(ℓ)∥ : ϱ ∈ F}.

Proof. Let ϱ be a fixed point, that is ϱ ∈ F . Since {fm} and {gm} are bounded
sequences, we can write for each ℓ ∈ ℧,

M(ℓ) = sup
m≥1

∥fm(ℓ)− ϱ(ℓ)∥ ∨ sup
m≥1

∥gm(ℓ)− ϱ(ℓ)∥ .

It is clear that M(ℓ) < ∞ for each ℓ ∈ ℧. Also assume that rm(ℓ) = {max rim(ℓ) :
i = 1, 2, . . . ,ℵ} for each m ≥ 1. From the condition

∑∞
m=1 (rim(ℓ)− 1) < ∞ for

each ℓ ∈ ℧, we have that
∑∞

m=1 (rm(ℓ)− 1) < ∞. Using (3), we obtain that

∥ηm(ℓ)− ϱ(ℓ)∥ =
∥∥∥amϱm(ℓ) + bmKk(m)

i(m) (ℓ, ϱm(ℓ)) + cmgm(ℓ)− ϱ(ℓ)
∥∥∥ (4)

≤ am ∥ϱm(ℓ)− ϱ(ℓ)∥+ bm

∥∥∥Kk(m)
i(m) (ℓ, ϱm(ℓ))− ϱ(ℓ)

∥∥∥
+cm ∥gm(ℓ)− ϱ(ℓ)∥

≤ am ∥ϱm(ℓ)− ϱ(ℓ)∥+ bmrk(m)(ℓ) ∥ϱm(ℓ)− ϱ(ℓ)∥
+bmvm(ℓ) + cmM(ℓ)

= am ∥ϱm(ℓ)− ϱ(ℓ)∥+ bm(1 + µm(ℓ)) ∥ϱm(ℓ)− ϱ(ℓ)∥
+bmvm(ℓ) + cmM(ℓ),

≤ (1 + µm(ℓ)) ∥ϱm(ℓ)− ϱ(ℓ)∥+ bmvm(ℓ) + cmM(ℓ).

where µm(ℓ) = rk(m)(ℓ)− 1.Also,

∥ϱm(ℓ)− ϱ(ℓ)∥ =
∥∥∥αmSk(m)

i(m) (ℓ, ϱm−1(ℓ) + βmE
k(m)
i(m) (ℓ, ηm(ℓ)) + γmfm(ℓ)− ϱ(ℓ)

∥∥∥
≤ αm

∥∥∥Sk(m)
i(m) (ℓ, ϱm−1(ℓ)− ϱ(ℓ)

∥∥∥+ βm

∥∥∥Ek(m)
i(m) (ℓ, ηm(ℓ))− ϱ(ℓ)

∥∥∥
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+γm ∥fm(ℓ)− ϱ(ℓ)∥
≤ αmrk(m)(ℓ)

∥∥ϱm−1(ℓ)− ϱ(ℓ)
∥∥+ αmvm(ℓ)

+βmrk(m)(ℓ) ∥ηm(ℓ)− ϱ(ℓ)∥+ γmM(ℓ) + βmvm(ℓ)

≤ αm (1 + µm(ℓ))
∥∥ϱm−1(ℓ)− ϱ(ℓ)

∥∥
+βm (1 + µm(ℓ)) [(1 + µm(ℓ)) ∥ϱm(ℓ)− ϱ(ℓ)∥+ cmM(ℓ)]

+αmvm(ℓ) + βmvm(ℓ) + γmM(ℓ)

= αm (1 + µm(ℓ))
∥∥ϱm−1(ℓ)− ϱ(ℓ)

∥∥
+βm (1 + µm(ℓ))

2 ∥ϱm(ℓ)− ϱ(ℓ)∥
+βmcm (1 + µm(ℓ))M(ℓ) + βmvm(ℓ) + βm (1 + µm(ℓ)) bmvm(ℓ)

+αmvm(ℓ) + γmM(ℓ)

≤ αm (1 + µm(ℓ))
∥∥ϱm−1(ℓ)− ϱ(ℓ)

∥∥
+(1− αm) (1 + pm(ℓ)) ∥ϱm(ℓ)− ϱ(ℓ)∥
+ [βmcm (1 + µm(ℓ)) + γm]M(ℓ) + βmvm(ℓ)

+βm (1 + µm(ℓ)) bmvm(ℓ) + αmvm(ℓ),

≤ αm

∥∥ϱm−1(ℓ)− ϱ(ℓ)
∥∥+ (1− αm + pm(ℓ)) ∥ϱm(ℓ)− ϱ(ℓ)∥

+ [βmcm (1 + µm(ℓ)) + γm]M(ℓ) + βmvm(ℓ)

+βm (1 + µm(ℓ)) bmvm(ℓ) + αmvm(ℓ).

where pm(ℓ) = 2µm(ℓ) + µm(ℓ)2. This implies that

∥ϱm(ℓ)− ϱ(ℓ)∥ ≤
∥∥ϱm−1(ℓ)− ϱ(ℓ)

∥∥+ pm(ℓ)

αm
∥ϱm(ℓ)− ϱ(ℓ)∥

+
βmcm (1 + µm(ℓ)) + γm

αm
M(ℓ) + vm(ℓ)

+
βmvm(ℓ) + βm (1 + µm(ℓ)) bmvm(ℓ)

αm

≤
∥∥ϱm−1(ℓ)− ϱ(ℓ)

∥∥+ pm(ℓ)

α
∥ϱm(ℓ)− ϱ(ℓ)∥

+
βmcm (1 + µm(ℓ)) + γm

α
M(ℓ) + vm(ℓ)

+
βmvm(ℓ) + βm (1 + µm(ℓ)) bmvm(ℓ)

α

and

∥ϱm(ℓ)− ϱ(ℓ)∥ ≤ α

α− pm(ℓ)
vm(ℓ)

∥∥ϱm−1(ℓ)− ϱ(ℓ)
∥∥ (5)
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+


βmcm (1 + µm(ℓ)) + γm + βmvm(ℓ)
+βm (1 + µm(ℓ)) bmvm(ℓ) + vm(ℓ)

α− pm(ℓ)

M(ℓ)

=

(
1 +

pm(ℓ)

(α− pm(ℓ))vm(ℓ)

)∥∥ϱm−1(ℓ)− ϱ(ℓ)
∥∥

+


βmcm (1 + µm(ℓ)) + γm + βmvm(ℓ)
+βm (1 + µm(ℓ)) bmvm(ℓ) + vm(ℓ)

α− pm(ℓ)

M(ℓ).

From the condition
∑∞

m=1

(
rk(m)(ℓ)− 1

)
< ∞ for each ℓ ∈ ℧, we know that∑∞

m=1 µm(ℓ) < ∞ and hence
∑∞

m=1 pm(ℓ) < ∞. So limm→∞ pm(ℓ) = 0 for each
ℓ ∈ ℧. From the definition of generalized asymptotically nonexpansive random
operator, we also have limm→∞ vm(ℓ) = 0 for each ℓ ∈ ℧. Then for ℓ ∈ ℧, there
exists m1 ∈ ℵ such that pm(ℓ) < α

2 for all m ≥ m1. Thus from (5) we have that,
for all m ≥ m1

∥ϱm(ℓ)− ϱ(ℓ)∥ ≤
(
1 + 2

pm(ℓ)

αvm(ℓ)

)
(1 + µm(ℓ))

∥∥ϱm−1(ℓ)− ϱ(ℓ)
∥∥ (6)

+


βmcm (1 + µm(ℓ)) + γm + βmvm(ℓ)
+βm (1 + µm(ℓ)) bmvm(ℓ) + vm(ℓ)

α

 2M(ℓ)

= (1 + λm(ℓ))
∥∥ϱm−1(ℓ)− ϱ(ℓ)

∥∥+ σm(ℓ),

where

λm(ℓ) = 2
pm(ℓ)

αvm(ℓ)
(1 + µm(ℓ)) + µm(ℓ)

and

σm(ℓ) =
βmcm (1 + µm(ℓ)) + γm + βmvm(ℓ) + βm (1 + µm(ℓ)) bmvm(ℓ) + vm(ℓ)

α
2M(ℓ).

Therefore
∑∞

m=1 λm(ℓ) < ∞ and
∑∞

m=1 σm(ℓ) < ∞. This implies that

d (ϱm(ℓ), F ) ≤ 1 + λm(ℓ)d
(
ϱm−1(ℓ), F

)
+ σm(ℓ).

Using Lemma 2, we obtain that limm→∞ d (ϱm(ℓ), F ) exists for each ℓ ∈ ℧. More-
over, from the condition of the theorem we have for all ℓ ∈ ℧,

lim
m→∞

d (ϱm(ℓ), F ) = 0.

We can see that the sequence {ϱm(ℓ)} is a Cauchy sequence for each ℓ ∈ ℧ using a
similar method as in [2]. Therefore ϱm(ℓ) → p(ℓ) as m → ∞ for each ℓ ∈ ℧, where
p : ℧ → F . Next, we will prove that p ∈ F . Since for each ℓ ∈ ℧, ϱm(ℓ) → p(ℓ)
as m → ∞ there exists m3 ∈ ℵ such that ∥ϱm(ℓ)− p(ℓ)∥ < ϵ

3(1+r1(ℓ))
for all
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m ≥ m3. Since limm→∞ d (ϱm(ℓ), F ) = 0 for each ℓ ∈ ℧, there exists m4 ∈ ℵ
such that d (ϱm(ℓ), F ) < ϵ

3(1+r1(ℓ))
for all m ≥ m4. So there exists ϱ∗ ∈ F such

that ∥ϱm(ℓ)− ϱ∗(ℓ)∥ ≤ ϵ(ℓ))
3(1+r1(ℓ))

for all m ≥ m4. Since limm→∞ νm(ℓ) = 0 for

each ℓ ∈ ℧, there exists m5 ∈ ℵ such that vm(ℓ) < ϵ
3(1+r1(ℓ))

for all m ≥ m5. Let

m6 = max {m3,m4,m5}. Now for all l ∈ I and for all m ≥ m6

∥Sl(ℓ, p(ℓ))− p(ℓ)∥ ≤ ∥Sl(ℓ, p(ℓ))− ϱ∗(ℓ)∥+ ∥ϱ∗(ℓ)− p(ℓ)∥
≤ ∥Sl(ℓ, p(ℓ))− Sl (ℓ, ϱ

∗(ℓ))∥+ ∥ϱ∗(ℓ)− p(ℓ)∥
≤ r1(ℓ) ∥ϱ∗(ℓ)− p(ℓ)∥+ v1(ℓ) + ∥ϱ∗(ℓ)− p(ℓ)∥
= (1 + r1(ℓ)) ∥ϱ∗(ℓ)− p(ℓ)∥ + v1(ℓ)

≤ (1 + r1(ℓ)) ∥ϱ∗(ℓ)− ϱm(ℓ)∥+ (1 + r1(ℓ)) ∥ϱm(ℓ)− p(ℓ)∥
+(1 + r1(ℓ)) v1(ℓ)

< (1 + r1(ℓ))
ϵ

3 (1 + r1(ℓ))
+ (1 + r1(ℓ))

ϵ

3 (1 + r1(ℓ))

+ (1 + r1(ℓ))
ϵ

3 (1 + r1(ℓ))
= ϵ

which implies that Sl(ℓ, p(ℓ)) = p(ℓ) for all l ∈ I and for each ℓ ∈ ℧. Similarly, we
can show that El(ℓ, p(ℓ)) = p(ℓ) and Kl(ℓ, p(ℓ)) = p(ℓ) for all l ∈ I and for each
ℓ ∈ ℧. Therefore, we can say that p ∈ F . That is, {ϱm} converges strongly to a
common random fixed point of Si, Ei and Ki. □

Lemma 3. Let X be a uniformly convex separable Banach space and Θ be a
nonempty closed convex subset of X. Let Si, Ei,Ki : ℧ × Θ → Θ be uniformly L-
Lipschitzian generalized asymptotically nonexpansive random operators with the se-
quence of measurable mappings {rim} : ℧ → [1,∞) satisfying

∑∞
m=1 (rim(ℓ)− 1) <

∞ for each ℓ ∈ ℧ and for all i ∈ I. Suppose that F ̸= ∅. Let the iteration {ϱm}
be defined by (3) with the additional assumption 0 < α ≤ αm, βm ≤ β < 1 and∑∞

m=1 γm < ∞,
∑∞

m=1 cm < ∞. Then

lim
m→∞

∥ϱm(ℓ)− Sl (ℓ, ϱm(ℓ))∥ = 0 , lim
m→∞

∥ϱm(ℓ)− El (ℓ, ϱm(ℓ))∥ = 0

and

lim
m→∞

∥ϱm(ℓ)−Kl (ℓ, ϱm(ℓ))∥ = 0

for each ℓ ∈ ℧ and for all l = 1, 2, . . . ,ℵ.

Proof. Let ϱ ∈ F be arbitrary. Since {fm} , {gm} are bounded sequences of mea-
surable functions from ℧ to Θ, so we can write as follows,

M(ℓ) = sup
m≥1

∥fm(ℓ)− ϱ(ℓ)∥ ∨ sup
m≥1

∥gm(ℓ)− ϱ(ℓ)∥ .

From above the equality, we have M(ℓ) < ∞ for each ℓ ∈ ℧. Assume that rm(ℓ) =
{max rim(ℓ) : i = 1, 2, . . . ,ℵ} for eachm ≥ 1. This implies that

∑∞
m=1 (rm(ℓ)− 1) <
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∞ for each ℓ ∈ ℧. Using (6) we know that

∥ϱm(ℓ)− ϱ(ℓ)∥ ≤ (1 + λm(ℓ))
∥∥ϱm−1(ℓ)− ϱ(ℓ)

∥∥+ σm(ℓ),

where
∑∞

m=1 λm(ℓ) < ∞ and
∑∞

m=1 σm(ℓ) < ∞. From Lemma 1, we obtain that
limm→∞ ∥ϱm(ℓ)− ϱ(ℓ)∥ exists for all ϱ ∈ F and for each ℓ ∈ ℧. We suppose that
limm→∞ ∥ϱm(ℓ)− ϱ(ℓ)∥ = aℓ. From (4), we have that

∥ηm(ℓ)− ϱ(ℓ)∥ ≤ (1 + µm(ℓ)) ∥ϱm(ℓ)− ϱ(ℓ)∥+ bmvm(ℓ) + cmM(ℓ).

From the above inequality, we obtain that

lim sup
m→∞

∥ηm(ℓ)− ϱ(ℓ)∥ ≤ aℓ for each ℓ ∈ ℧. (7)

Also

aℓ = lim
m→∞

∥ϱm(ℓ)− ϱ(ℓ)∥ (8)

= lim
m→∞

∥∥∥αmSk(m)
i(m) (ℓ, ϱm−1(ℓ) + βmE

k(m)
i(m) (ℓ, ηm(ℓ)) + γmfm(ℓ)− ϱ(ℓ)

∥∥∥
= lim

m→∞

∥∥∥∥∥∥ (1− βm)
(
Sk(m)
i(m) (ℓ, ϱm−1(ℓ)− ϱ(ℓ) + γm(fm(ℓ)− Sk(m)

i(m) (ℓ, ϱm−1(ℓ)))
)

+βm

(
E

k(m)
i(m) (ℓ, ηm(ℓ))− ϱ(ℓ) + γm

(
fm(ℓ)− Sk(m)

i(m) (ℓ, ϱm−1(ℓ))
)) ∥∥∥∥∥∥ .

For all ℓ ∈ ℧, we have∥∥∥Sk(m)
i(m) (ℓ, ϱm−1(ℓ)− ϱ(ℓ) + γm

(
fm(ℓ)− Sk(m)

i(m) (ℓ, ϱm−1(ℓ))
)∥∥∥

≤
∥∥∥Sk(m)

i(m) (ℓ, ϱm−1(ℓ))− ϱ(ℓ)
∥∥∥+ γm

∥∥∥fm(ℓ)− Sk(m)
i(m) (ℓ, ϱm−1(ℓ))

∥∥∥ .
Taking limsup on the both sides of above inequality, we obtain that

lim sup
m→∞

∥∥∥∥∥∥ Sk(m)
i(m) (ℓ, ϱm−1(ℓ))− ϱ(ℓ)

+γm

(
fm(ℓ)− Sk(m)

i(m) (ℓ, ϱm−1(ℓ))
) ∥∥∥∥∥∥ (9)

≤ lim sup
m→∞

(∥∥∥Sk(m)
i(m) (ℓ, ϱm−1(ℓ))− ϱ(ℓ)

∥∥∥+ γm

∥∥∥fm(ℓ)− Sk(m)
i(m) (ℓ, ϱm−1(ℓ))

∥∥∥)
≤ lim sup

m→∞

(
(1 + µm(ℓ))

∥∥ϱm−1(ℓ)− ϱ(ℓ)
∥∥+ vm(ℓ)

+γm

∥∥∥fm(ℓ)− Sk(m)
i(m) (ℓ, ϱm−1(ℓ))

∥∥∥
)

= aℓ.

Also, we can write the following inequality∥∥∥Ek(m)
i(m) (ℓ, ηm(ℓ))− ϱ(ℓ) + γm

(
fm(ℓ)− Sk(m)

i(m) (ℓ, ϱm−1(ℓ))
)∥∥∥

≤
∥∥∥Ek(m)

i(m) (ℓ, ηm(ℓ))− ϱ(ℓ)
∥∥∥+ γm

∥∥∥fm(ℓ)− Sk(m)
i(m) (ℓ, ϱm−1(ℓ))

∥∥∥
≤ rk(m)(ℓ) ∥ηm(ℓ)− ϱ(ℓ)∥+ vm(ℓ) + γmrk(m)(ℓ)

∥∥fm(ℓ)− ϱm−1(ℓ)
∥∥+ vm(ℓ).
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Taking again limsup at the above inequality, we get

lim sup
m→∞

∥∥∥∥∥∥ E
k(m)
i(m) (ℓ, ηm(ℓ))− ϱ(ℓ)

+γm

(
fm(ℓ)− Sk(m)

i(m) (ℓ, ϱm−1(ℓ))
) ∥∥∥∥∥∥ (10)

≤ lim sup
m→∞

(
(1 + µm(ℓ)) ∥ηm(ℓ)− ϱ(ℓ)∥

+vm(ℓ) + γm

∥∥∥(fm(ℓ)− Sk(m)
i(m) (ℓ, ϱm−1(ℓ))

)∥∥∥
)

≤ aℓ.

From (8),(9),(10) and Lemma 2, we obtain that

lim
m→∞

∥∥∥Ek(m)
i(m) (ℓ, ηm(ℓ))− Sk(m)

i(m) (ℓ, ϱm−1(ℓ))
∥∥∥ = 0 (11)

for each ℓ ∈ ℧. For each ℓ ∈ ℧, we have∥∥∥ϱm(ℓ)− Sk(m)
i(m) (ℓ, ϱm−1(ℓ))

∥∥∥ (12)

=

∥∥∥∥∥ αmSk(m)
i(m) (ℓ, ϱm−1(ℓ)) + βmE

k(m)
i(m) (ℓ, ηm(ℓ))

+γmfm(ℓ)− Sk(m)
i(m) (ℓ, ϱm−1(ℓ))

∥∥∥∥∥
≤ βm

∥∥∥Ek(m)
i(m) (ℓ, ηm(ℓ))− Sk(m)

i(m) (ℓ, ϱm−1(ℓ))
∥∥∥

+γm

∥∥∥fm(ℓ)− Sk(m)
i(m) (ℓ, ϱm−1(ℓ))

∥∥∥
→ 0 as m → ∞.

Hence for each ℓ ∈ ℧ and for all l ∈ I,

lim
m→∞

∥∥∥ϱm(ℓ)− Sk(m)
i(m) (ℓ, ϱm+l(ℓ))

∥∥∥ = 0.

Since∥∥∥ϱm(ℓ)− E
k(m)
i(m) (ℓ, ηm(ℓ))

∥∥∥ ≤
∥∥∥ϱm(ℓ)− Sk(m)

i(m) (ℓ, ϱm−1(ℓ))
∥∥∥

+
∥∥∥Sk(m)

i(m) (ℓ, ϱm−1(ℓ))− E
k(m)
i(m) (ℓ, ηm(ℓ))

∥∥∥ ,
by using (11),(12), we obtain that

lim
m→∞

∥∥∥ϱm(ℓ)− E
k(m)
i(m) (ℓ, ηm(ℓ))

∥∥∥ = 0 (13)

for each ℓ ∈ ℧. We also have

∥ηm(ℓ)− ϱ(ℓ)∥

=
∥∥∥amϱm(ℓ) + bmKk(m)

i(m) (ℓ, ϱm(ℓ)) + cmgm(ℓ)− ϱm(ℓ)
∥∥∥

≤ bm

∥∥∥Kk(m)
i(m) (ℓ, ϱm(ℓ))− ϱm(ℓ)

∥∥∥+ cm ∥gm(ℓ)− ϱm(ℓ)∥ .

Using (7), we have that lim supm→∞ ∥ηm(ℓ)− ϱ(ℓ)∥ ≤ aℓ for each ℓ ∈ ℧. Also, we
have

lim inf
m→∞

∥ηm(ℓ)− ϱ(ℓ)∥ ≤ lim inf
m→∞

αmrm(ℓ)
∥∥ϱm−1(ℓ)− ϱ(ℓ)

∥∥
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+βmrm(ℓ) ∥ηm(ℓ)− ϱ(ℓ)∥+ γm ∥fm(ℓ)− ϱ(ℓ)∥
which implies that

aℓ ≤ αmaℓ + βm lim inf
m→∞

∥ηm(ℓ)− ϱm(ℓ)∥ .

From above inequality,

(1− αm)aℓ
βm

≤ lim inf
m→∞

∥ηm(ℓ)− ϱm(ℓ)∥

aℓ ≤ lim inf
m→∞

∥ηm(ℓ)− ϱm(ℓ)∥ .

Now

aℓ = lim
m→∞

∥ηm(ℓ)− ϱ(ℓ)∥

= lim
m→∞

∥∥∥amϱm(ℓ) + bmKk(m)
i(m) (ℓ, ϱm(ℓ)) + cmgm(ℓ)− ϱ(ℓ)

∥∥∥
= lim

m→∞

∥∥∥∥∥ (1− bm) [ϱm(ℓ)− ϱ(ℓ) + cmgm(ℓ)− ϱm(ℓ)]

+bm

[
Kk(m)

i(m) (ℓ, ϱm(ℓ))− ϱ(ℓ) + cmgm(ℓ)− ϱm(ℓ)
] ∥∥∥∥∥ .

So

lim sup
m→∞

∥ϱm(ℓ) + ϱ(ℓ) + cm(gm(ℓ)− ϱm(ℓ))∥

≤ lim sup
m→∞

∥ϱm(ℓ) + ϱ(ℓ)∥+ cm ∥(gm(ℓ)− ϱm(ℓ))∥

≤ aℓ

and

lim sup
m→∞

∥∥∥Kk(m)
i(m) (ℓ, ϱm(ℓ))− ϱ(ℓ) + cmgm(ℓ)− ϱm(ℓ)

∥∥∥
≤ lim sup

m→∞

∥∥∥Kk(m)
i(m) (ℓ, ϱm(ℓ))− ϱ(ℓ)

∥∥∥+ cm ∥gm(ℓ)− ϱm(ℓ)∥

≤ lim sup
m→∞

rm(ℓ) ∥ϱm(ℓ)− ϱ(ℓ)∥+ vm(ℓ) + cm ∥gm(ℓ)− ϱm(ℓ)∥

≤ aℓ.

Taking Lemma 2 ∥∥∥Kk(m)
i(m) (ℓ, ϱm(ℓ))− ϱm(ℓ)

∥∥∥→ 0 as m → ∞

Using (13), we obtain that

∥ϱm(ℓ)− ηm(ℓ)∥ → 0 as m → ∞.

We have∥∥∥Sk(m)
i(m) (ℓ, ϱm−1(ℓ))− Em (ℓ, ϱm(ℓ))

∥∥∥ (14)

≤
∥∥∥Sk(m)

i(m) (ℓ, ϱm−1(ℓ))− E
k(m)
i(m) (ℓ, ηm(ℓ))

∥∥∥+ ∥∥∥Ek(m)
i(m) (ℓ, ηm(ℓ))− Em (ℓ, ϱm(ℓ))

∥∥∥
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≤
∥∥∥Sk(m)

i(m) (ℓ, ϱm−1(ℓ))− E
k(m)
i(m) (ℓ, ηm(ℓ))

∥∥∥+ L
∥∥∥Ek(m)−1

i(m) (ℓ, ηm(ℓ))− ϱm(ℓ)
∥∥∥

= σm(ℓ) + L
∥∥∥Ek(m)−1

i(m) (ℓ, ηm(ℓ))− ϱm(ℓ)
∥∥∥

where σm(ℓ) =
∥∥∥Sk(m)

i(m) (ℓ, ϱm−1(ℓ))− E
k(m)
i(m) (ℓ, ηm(ℓ))

∥∥∥ for each ℓ ∈ ℧. From (11),

we get that σm(ℓ) → 0 for each ℓ ∈ ℧ as m → ∞. We also have∥∥∥Ek(m)−1
i(m) (ℓ, ηm(ℓ))− ϱm(ℓ)

∥∥∥ (15)

≤
∥∥∥Ek(m)−1

i(m) (ℓ, ηm(ℓ))− E
k(m)−1
i(m−ℵ)

(
ℓ, ϱm−ℵ(ℓ)

) ∥∥∥
+
∥∥∥Ek(m)−1

i(m−ℵ)
(
ℓ, ϱm−ℵ(ℓ)

)
− E

k(m)−1
i(m−ℵ)

(
ℓ, ηm−ℵ(ℓ)

)∥∥∥
+
∥∥∥Ek(m)−1

i(m−ℵ)
(
ℓ, ηm−ℵ(ℓ)

)
− Sk(m−ℵ)

i(m−ℵ) (ℓ, ϱ(m−ℵ)−1(ℓ))
∥∥∥

+
∥∥∥Sk(m−ℵ)

i(m−ℵ) (ℓ, ϱ(m−ℵ)−1(ℓ))− ϱm(ℓ)
∥∥∥ .

for each m > ℵ,m = (m − ℵ)(modN). Again since m = (k(m) − 1)ℵ + i(m), we
have k(m− ℵ) = k(m)− 1 and i(m− ℵ) = i(m). Using (15), we can write∥∥∥Ek(m)−1

i(m) (ℓ, ηm(ℓ))− ϱm(ℓ)
∥∥∥ (16)

≤
∥∥∥Ek(m−ℵ)

i(m−ℵ) (ℓ, ηm(ℓ))− E
k(m−ℵ)
i(m−ℵ)

(
ℓ, ϱm−ℵ(ℓ)

)∥∥∥
+
∥∥∥Ek(m−ℵ)

i(m−ℵ)
(
ℓ, ϱm−ℵ(ℓ)

)
− E

k(m−ℵ)
i(m−ℵ)

(
ℓ, ηm−ℵ(ℓ)

)∥∥∥
+
∥∥∥Ek(m−ℵ)

i(m−ℵ)
(
ℓ, ηm−ℵ(ℓ)

)
− Sk(m−ℵ)

i(m−ℵ) (ℓ, ϱ(m−ℵ)−1(ℓ))
∥∥∥

+
∥∥∥Sk(m−ℵ)

i(m−ℵ) (ℓ, ϱ(m−ℵ)−1(ℓ))− ϱm(ℓ)
∥∥∥

≤ L
∥∥ηm(ℓ)− ϱm−ℵ(ℓ)

∥∥+ L
∥∥ϱm−ℵ(ℓ)− ηm−ℵ(ℓ)

∥∥+ σm−ℵ(ℓ)

+
∥∥∥Sk(m−ℵ)

i(m−ℵ) (ℓ, ϱ(m−ℵ)−1(ℓ))− ϱm(ℓ)
∥∥∥ .

Also, we have

∥∥ϱm(ℓ)− ϱm−1(ℓ)
∥∥ =

∥∥∥∥∥ αmSk(m)
i(m) (ℓ, ϱm−1(ℓ)) + βmE

k(m)
i(m) (ℓ, ηm(ℓ))

+γmfm(ℓ)− ϱm−1(ℓ)

∥∥∥∥∥
≤ αm

∥∥∥Sk(m)
i(m) (ℓ, ϱm−1(ℓ))− ϱm−1(ℓ)

∥∥∥
+βm

∥∥∥Ek(m)
i(m) (ℓ, ηm(ℓ))− ϱm−1(ℓ)

∥∥∥
≤ αm(

∥∥∥Sk(m)
i(m) (ℓ, ϱm−1(ℓ))− ϱm(ℓ)

∥∥∥+ ∥∥ϱm(ℓ)− ϱm−1(ℓ)
∥∥)

+βm(
∥∥∥Ek(m)

i(m) ℓ, (ηm(ℓ))− ϱm(ℓ)
∥∥∥+ ∥∥ϱm(ℓ)− ϱm−1(ℓ)

∥∥)
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and

= αm

∥∥∥Sk(m)
i(m) (ℓ, ϱm−1(ℓ))− ϱm(ℓ)

∥∥∥+ βm

∥∥∥Ek(m)
i(m) (ℓ, ηm(ℓ))− ϱm(ℓ)

∥∥∥
+(αm + βm)

∥∥ϱm(ℓ)− ϱm−1(ℓ)
∥∥

=⇒ (1− αm − βm)
∥∥ϱm(ℓ)− ϱm−1(ℓ)

∥∥ ≤ αm

∥∥∥Sk(m)
i(m) (ℓ, ϱm−1(ℓ))− ϱm(ℓ)

∥∥∥
+βm

∥∥∥Ek(m)
i(m) (ℓ, ηm(ℓ))− ϱm(ℓ)

∥∥∥

=⇒
∥∥ϱm(ℓ)− ϱm−1(ℓ)

∥∥ ≤

αm

∥∥∥Sk(m)
i(m) (ℓ, ϱm−1(ℓ))− ϱm(ℓ)

∥∥∥
+βm

∥∥∥Ek(m)
i(m) (ℓ, ηm(ℓ))− ϱm(ℓ)

∥∥∥
(1− αm − βm)

≤

αm

∥∥∥Sk(m)
i(m) (ℓ, ϱm−1(ℓ))− ϱm(ℓ)

∥∥∥
+βm

∥∥∥Ek(m)
i(m) (ℓ, ηm(ℓ))− ϱm(ℓ)

∥∥∥
1− 2βm

=⇒
∥∥ϱm(ℓ)− ϱm−1(ℓ)

∥∥→ 0 as m → ∞ for each ℓ ∈ ℧.
So from (14) and (16) we have for each ℓ ∈ ℧,∥∥∥Sk(m)

i(m) (ℓ, ϱm−1(ℓ))− Em (ℓ, ϱm(ℓ))
∥∥∥

≤ σm(ℓ) + L2
∥∥ηm(ℓ)− ϱm−ℵ(ℓ)

∥∥+ L2
∥∥ϱm−ℵ(ℓ)− ηm−ℵ(ℓ)

∥∥+ Lσm−ℵ(ℓ)

+L
∥∥∥Sk(m)

i(m) (ℓ, ϱ(m−ℵ)−1(ℓ))− ϱm(ℓ)
∥∥∥

≤ σm(ℓ) + L2
(
∥ηm(ℓ)− ϱm(ℓ)∥+

∥∥ϱm(ℓ)− ϱm−ℵ(ℓ)
∥∥)+ L2

∥∥ϱm−ℵ(ℓ)− ηm−ℵ(ℓ)
∥∥

+Lσm−ℵ(ℓ) + L
∥∥∥Sk(m)

i(m) (ℓ, ϱ(m−ℵ)−1(ℓ))− ϱm(ℓ)
∥∥∥ .

It follows that ∥∥∥Sk(m)
i(m) (ℓ, ϱm−1(ℓ))− Em (ℓ, ϱm(ℓ))

∥∥∥→ 0 as m → ∞ (17)

By (17) and (12) we obtain that

∥ϱm(ℓ)− Em (ℓ, ϱm(ℓ))∥ (18)

≤
∥∥∥ϱm(ℓ)− Sk(m)

i(m) (ℓ, ϱm−1(ℓ))
∥∥∥+ ∥∥∥Sk(m)

i(m) (ℓ, ϱm−1(ℓ))− Em (ℓ, ϱm(ℓ))
∥∥∥

→ 0 as m → ∞
Now for each l ∈ {1, 2, . . . ,ℵ}, by using (18) we get that

∥ϱm(ℓ)− Sm+l (ℓ, ϱm(ℓ))∥ ≤
∥∥ϱm(ℓ)− ϱm+l(ℓ)

∥∥+ ∥∥ϱm+l(ℓ)− Sm+l

(
ℓ, ϱm+l(ℓ)

)∥∥
+
∥∥Sm+l

(
ℓ, ϱm+l(ℓ)

)
− Sm+l (ℓ, ϱm(ℓ))

∥∥
≤

∥∥ϱm(ℓ)− ϱm+l(ℓ)
∥∥+ ∥∥ϱm+l(ℓ)− Sm+l

(
ℓ, ϱm+l(ℓ)

)∥∥
+L

∥∥ϱm+l(ℓ)− ϱm(ℓ)
∥∥
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≤
∥∥ϱm(ℓ)− ϱm+l(ℓ)

∥∥+ ∥∥ϱm+l(ℓ)− ϱm+l−1(ℓ)
∥∥

+
∥∥ϱm+l−1(ℓ)− Sm+l

(
ℓ, ϱm+l(ℓ)

)∥∥
+L

∥∥ϱm+l(ℓ)− ϱm(ℓ)
∥∥

≤
∥∥ϱm(ℓ)− ϱm+l(ℓ)

∥∥+ ∥∥ϱm+l(ℓ)− ϱm+l−1(ℓ)
∥∥

+
∥∥ϱm+l−1(ℓ)− ϱm+l(ℓ)

∥∥
+
∥∥ϱm+l−1(ℓ)− Sm+l

(
ℓ, ϱm+l(ℓ)

)∥∥
+L

∥∥ϱm+l(ℓ)− ϱm(ℓ)
∥∥

→ 0 as m → ∞ for each ℓ ∈ ℧.
Therefore we have

lim
m→∞

∥ϱm(ℓ)− Sl (ℓ, ϱm(ℓ))∥ = 0

for each ℓ ∈ ℧ and for each l ∈ I. Similarly we have

lim
m→∞

∥ϱm(ℓ)− El (ℓ, ϱm(ℓ))∥ = 0 and lim
m→∞

∥ϱm(ℓ)−Kl (ℓ, ϱm(ℓ))∥ = 0

for each ℓ ∈ ℧ and for each l ∈ I. □

Definition 8. Let Si, Ei,Ki : ℧ × Θ → Θ be continuous random operators with
F ̸= ∅. They is said to satisfy Condition (B∗) if there is a nondecreasing function
f on [0,∞) with f(0) = 0 and f(t) > 0 for each t ∈ (0,∞) such that for each ℓ ∈ ℧

f(d(u0(ℓ), F )) ≤ max
1≤i≤ℵ

{∥u0(ℓ)− Si(ℓ, u0(ℓ))∥}

or f(d(u0(ℓ), F )) ≤ max
1≤i≤ℵ

{∥u0(ℓ)− Ei(ℓ, u0(ℓ))∥}

or f(d(u0(ℓ), F )) ≤ max
1≤i≤ℵ

{∥u0(ℓ)−Ki(ℓ, u0(ℓ))∥}

where u0 : ℧ → Θ is a measurable function.

Theorem 2. Let X be a uniformly convex separable Banach space and Θ be a
nonempty closed convex subset of X. Let Si, Ei,Ki : ℧ × Θ → Θ be uniformly L-
Lipschitzian generalized asymptotically nonexpansive random operators with the se-
quence of measurable mappings {rim} : ℧ → [1,∞) satisfying

∑∞
m=1 (rim(ℓ)− 1) <

∞ for each ℓ ∈ ℧ and for all i ∈ I. Suppose that F ̸= ∅. Let the iteration {ϱm}
be defined by (3) with the additional assumption 0 < α ≤ αm, βm ≤ β < 1 and∑∞

m=1 γm < ∞,
∑∞

m=1 cm < ∞. If the families Si, Ei and Ki satisfies Condition
(B∗) for each ℓ ∈ ℧, then {ϱm} converges strongly to a common random fixed point
of Si, Ei and Ki.

Proof. From Theorem 1, we know that limm→∞ d (ϱm(ℓ), F ) exists for each ℓ ∈ ℧.
Using Lemma 3 and Condition (B∗), we have that

lim
m→∞

f (d (ϱm(ℓ), F )) = 0.

From definition of f , we have limm→∞ d (ϱm(ℓ), F ) = 0. Hence the result follows
by Theorem 1. □
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Theorem 3. Let X be a uniformly convex separable Banach space and Θ be a
nonempty closed convex subset of X. Let Si, Ei,Ki : ℧ × Θ → Θ be uniformly L-
Lipschitzian generalized asymptotically nonexpansive random operators with the se-
quence of measurable mappings {rim} : ℧ → [1,∞) satisfying

∑∞
m=1 (rim(ℓ)− 1) <

∞ for each ℓ ∈ ℧ and for all i ∈ I. Suppose that F ̸= ∅ and at least one of member
of the families Si, Ei and Ki is semi-compact random operator. Let the iteration
{ϱm} be defined by (3) with the additional assumption 0 < α ≤ αm, βm ≤ β < 1
and

∑∞
m=1 γm < ∞,

∑∞
m=1 cm < ∞, then {ϱm} converges strongly to a common

random fixed point of Si, Ei and Ki.

Proof. From Lemma 3, we know that limm→∞ ∥ϱm(ℓ)− Sl (ℓ, ϱm(ℓ))∥ = 0 for each
ℓ ∈ ℧ and for each l ∈ I. Assume that S1 is semi-compact random operator. Then
there exists a subsequence

{
ϱmk

(ℓ)
}
of {ϱm(ℓ)} such that ϱmk

(ℓ) → ϱ(ℓ) for each
ℓ ∈ ℧, where ϱ is a measurable mapping from ℧ to Θ. Thus

∥ϱ(ℓ)− Sl(ℓ, ϱ(ℓ))∥ = lim
k→∞

∥∥ϱmk
(ℓ)− Sl

(
ℓ, ϱmk

(ℓ)
)∥∥

= 0 for each ℓ ∈ ℧ and for each l ∈ I.

It follows that ϱ ∈ F . Since {ϱm(ℓ)} has a subsequence
{
ϱmk

(ℓ)
}

such that
ϱmk

(ℓ) → ϱ(ℓ) for each ℓ ∈ ℧, we have that lim infm→∞ d (ϱm(ℓ), F ) = 0. Hence
the result follows by Theorem 1 . □

Remark 2. i) Theorem 1, Lemma 3 and Theorems 2-3 are also valid for asymptot-
ically nonexpansive random operators and uniformly L-Lipschitzian asymptotically
nonexpansive random operators. If we take νm(ℓ) = 0 for each ℓ ∈ ℧ and for all
m ≥ 1, the conclusions of our theorems are immediate.

ii) Taking Sk(m)
i(m) (ℓ, ϱm−1(ℓ)) = ϱm−1(ℓ) for each ℓ ∈ ℧ and K = E at the implicit it-

eration process (3), this reduces to the iteration process (2). So, Theorem 1, Lemma
3 and Theorems 2-3 extend and improve Theorem 3.1, Lemma 3.1 and Theorems
3.2-3.3 of [1] for three finite families of generalized asymptotically nonexpansive
random operators.

iii) Taking Sk(m)
i(m) (ℓ, ϱm−1(ℓ)) = ϱm−1(ℓ), fm(ℓ) = 0 for each ℓ ∈ ℧, am = bm =

cm = 0 for all m ∈ N at the implicit iteration process (3), we get that the iter-
ation process (1). Thus, our results extend Theorem 4.1 and Theorem 4.2 of [2]
respectively. Moreover, our results extend and improve the corresponding results
of [14].
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