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 Information about the reality of the traffic accident, the clearness of the roads and the status of the 

accident can be obtained from the traffic accident announcements. By using the words in the radio 

or telephone announcements, you can be informed about the status of the accident. Inferences can 

be made with machine learning methods using a large number of data. In this study, the accident 

situation was classified using three different machine learning methods using radio and telephone 

announcements in Istanbul in Türkiye. The dataset contains 156.856 announcement data. 

Classifications were performed using Artificial Neural Network (ANN), k-Nearest Neighbor 

(kNN) and Decision Tree (DT) machine learning methods. Classification accuracy was 92.1% in 

the classification made with the ANN model, 91% in the classification made with the kNN model, 

and 89.8% in the classification made with the DT model. Classification performances of the 

models were also analyzed with precision, recall, F-1 Score and specificity metrics. In addition, 

the estimation abilities of the models with ROC curves and AUC values were analyzed. In 

addition, the training and testing times of the models were also analyzed. It will be possible to use 

the suggested models to automatically detect the accident situation from the announcements. In 

this way, it is thought that the most accurate direction can be made by obtaining information about 

crew orientation, traffic jams and the size of the accident. 
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1. Introduction 

An accident is an event that occurs at any time owing to 

human omission and wrongful behavior, resulting in 

negative effects such as loss of life and property [1]. On the 

other hand traffic accidents are defined as the unforeseen 

events that occur on the road, in which the vehicle, driver and 

pedestrian are mixed separately or together and cause 

various losses as a result [2]. In addition to deaths and 

injuries, traffic accidents cause economic losses and 

psychological problems for both society and individuals. In 

order to eliminate these negative effects, it is important to 

determine the accuracy of emergency interventions and 

create an effective traffic culture and eliminate the effects 

that cause traffic accidents. 

The timely and correct response to victims is a 

determining factor in survival rates after an accident [3]. By 

eliminating the time elapsed between the moment the 

accident occurs and the intervention of first aid teams, 

mortality rates can be reduced by 6% [4]. In their study, [5] 

emphasized the importance of in-vehicle systems that detect 

the occurrence of the accident and notify the emergency 

personnel, noting that rapid emergency response increases 

the survival rate of the victims. They suggested that this 

process should be carried out with smartphones without 

additional cost, especially in old type vehicles in which there 

are no in-vehicle accident detection and emergency call 

systems. 

The most important stage to eliminate traffic accidents and 

the negative effects of these accidents is to determine the 

causes of traffic accidents correctly and eliminate them. In 

this direction, many pieces of researches have been carried 

out in order to determine and eliminate the factors that cause 

traffic accidents from past to present and to predict traffic 

accidents. [6] designed a three-dimensional model-based 

tracking system and followed the vehicles in their study. 

http://www.dergipark.org.tr/ijamec
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They analyzed the trajectory and maneuvering movements 

of the vehicles by modeling and determined the probability 

of an accident with algorithms that predict vehicle efficiency 

and statistical methods. [7] mentioned that they work with 

limited data in the studies in the literature in traffic accidents 

predictions. Based on this point, in their study, they made 

traffic accident predictions using deep learning methods such 

as traffic volume, road condition, weather and environmental 

characteristics emphasized that the results improved the 

prediction accuracy compared to previous methods [8]. drew 

attention to the heterogeneity in the estimation analysis made 

on the available data. In order to reach accurate predictions, 

they processed large data efficiently and performed 

clustering and classification analyzes. They aimed to 

increase the accuracy of prediction by supporting location 

and road information and traffic data. [9] examined whether 

there is a relationship between population, number of 

vehicles and death, with data collected from different 

countries. [10] stated that the estimation models cannot be 

generalized and cannot be applied to all countries due to 

regional traffic patterns. 

According to the [11] report, 93.6% of passenger transport 

and 88.3% of freight transport in Türkiye are done by road. 

Considering these rates, it is crucial for Türkiye that road 

transportation continues without interruption. In addition, 

population growth and the increasing the number of motor 

vehicles increase traffic accidents [12]. The increase in 

population and socio-economic level together with the 

possible increase in traffic accidents pose a risk. 

Researchers, local administrations and relevant public 

institutions carry out various studies provide a transportation 

infrastructure that meets the needs at an optimum level. 

Thanks to the concept of the smart city which aims to use 

information and communication technologies in an 

integrated manner with the city, it is aimed by all 

stakeholders to establish the systematic functioning 

infrastructure of the city. Intelligent transportation systems, 

one of the smart city applications, appear as innovative 

systems that aim at the safety and efficiency of traffic 

elements in the field of transportation of information 

communication technology opportunities [13]. With 

intelligent transportation systems, it is aimed to provide a 

safer, more environmentally friendly, more efficient road 

system. 

As of March 2022 in Türkiye, 4,714,138 (approximately 

18.5%) of 25,478,989 motor vehicles registered in traffic are 

registered in the province of Istanbul, which has been chosen 

as the pilot city [14]. Istanbul Metropolitan Municipality 

Transportation Management Center operates in order to 

manage the traffic of the city in line with the visual and 

numerical data provided by various traffic observation and 

measurement systems. In addition to data provider systems, 

the center activates emergency response scenarios in line 

with instantaneous user notifications. In the meantime, it 

directs the drivers with various warnings to prevent the 

density, queue formation, increase in delay times and 

confusion that may occur in the region. With the variable 

message system and variable traffic signs, drivers are 

informed about closed lanes and areas where traffic density 

is observed. In this way, it is tried to prevent possible 

confusion and accidents that may occur because of 

confusion. However, there may be errors in momentary user 

information entries, and the current situation cannot be 

evaluated objectively when the same case is reported by 

more than one user, as well as exaggerated and malicious 

notifications. It is aimed to prevent erroneous redirects by 

evaluating the accuracy of the notifications coming to the 

system with machine learning methods. Thus, unnecessary 

emergency response operations will be eliminated and faster 

interventions will be possible when necessary. In addition, 

directing the drivers with more notifications will prevent 

confusion. 

When the literature is examined, there are few studies on 

accident detection from traffic announcements. The 

contributions of this study can be listed as follows; 

• 136,964 traffic announcements in Istanbul city of 

Türkiye were used. This number is quite high and is a 

sufficient number of training data for the models to be 

created. 

• The machine learning models used in the study have not 

been used for accident detection from traffic 

announcements before. 

• With the proposed methods, accident detection can be 

done automatically from the announcements. 

• The classification accuracy of the proposed models is 

sufficient for the models to be used in different 

applications. 

The rest of the study is organized as follows: In the second 

section, the dataset, methods and performance metrics used 

in the study are explained. In third section, the results 

obtained from the experiments carried out in the study are 

given. In fourth section, the results obtained from the study 

are explained. 

2. Material and Methods 

In this section, the dataset used in the study, methods and 

methods used in performance evaluation are explained. 

2.1. Dataset 

The dataset used in the study was created by the Istanbul 

Metropolitan Municipality Data Center by using the traffic 

announcements records in Istanbul, Türkiye. The dataset has 

been published as open access on the website of this 

institution [15]. The dataset contains a total of 136,964 data. 

There are 12 features in the dataset. In the study, the 

Accident Status feature was estimated using 11 features. The 

features in the dataset and the features of these features are 

shown in Table 1. 
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2.2. Artificial Neural Network (ANN) 

Artificial neural networks (ANN) are a method that 

mimics the human brain and tries to recognize the main 

relationships in the data set used by pretending to be it 

[16]. In general, the structure of an ANN consists of an 

input layer, several hidden layers, and an output layer. 

Figure 1 shows the structure of a simple network of 

neurons. While the neurons of each layer are connected to 

each other, the neurons in the layers are not connected to 

each other. [17, 18]. The data received from the input layer 

passes through a transfer or activation function and is 

transmitted to the next neuron. The weight parameters 

between each neuron are correlated between neurons and 

have a constant value. Even if there is no non-linear 

relationship between input and output variables, ANN 

calculates by considering all possibilities with its self-

learning ability [19]. The optimal number of neurons 

located in the hidden layer is found by trial and error. In 

this way, it optimizes parameters such as weights and bias 

values in the training process [20]. Accidents have direct 

and indirect effects on society and human life. It is 

accepted that ANNs are a powerful and effective approach 

to dealing with the accident dilemma [21]. 

Figure 1. Artificial Neural Network (ANN) Layers 

2.3. k-Nearest Neighbor (kNN) 

kNN is one of the widely used classification and 

estimation methods. The conclusion process takes place as 

follows; 

• Calculation of the distance between the target and other 

known values  

• Detection of the k nearest neighbors of the calculated 

distance to the target  

• Obtaining the value of k neighbors  

• Estimated value of target 

 

Table 1. Features in the traffic announcements dataset 

FEATURES DATA TYPE LABEL DESCRIPTION 

ANNOUNCEMENT_STARTING_DATETIME 
 timestamp

  

Announcement Start 

Date 

It is the field that contains date, 

hour, minute and second 

information. 

ANNOUNCEMENT_ENDING_DATETIME 
 timestamp

  

Announcement End 

Date 

It is the field that contains date, 

hour, minute and second 

information. 

ANNOUNCEMENT_TITLE  text Announcement Title 

It is the field where the title 

information of the announcement is 

located. 

ANNOUNCEMENT_TEXT  text Announcement Text 
It is the field that contains the text 

information of the announcement. 

ANNOUNCEMENT_TYPE  numeric Announcement Type 
It is the field that contains the type 

information of the announcement. 

ANNOUNCEMENT_TYPE_DESC  text 
Announcement 

Description 

It is the field that contains the 

explanation information of the 

announcement type. 

INTERVENTION_DATETIME  timestamp Intervention Date 

It is the field that contains date, 

hour, minute and second 

information. 

ACCIDENT_STATUS  numeric Accident Status 

If the announcement is made for a 

traffic accident, it is the field 

containing the accident situation. 

ACCIDENT_DESCRIPTION  text Accident Description 

If the announcement is made for a 

traffic accident, it is the field that 

contains an explanation for the 

accident situation. 

CLOSED_LANE  numeric Indoor Strip 

It is the numerical field that shows 

how many lanes are out of use if the 

lanes are not used as a result of an 

accident. 

LONGITUDE  numeric Longitude 
It is the field that contains longitude 

information. 

LATITUDE  numeric Latitude 

It is the field that contains latitude 

information. 
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gives successful results with processes [22, 23]. The result 

of the target is the mean of its K neighbors. This method is 

widely used to predict possible classes of data in a given 

dataset with a simple classifier technique [24]. The kNN 

method is better understood by examining Figure 2 

visually. In the estimation of the target, a small number of 

neighbors gives the estimation result low, while too many 

neighbors can give very satisfactory results. For this, it is 

necessary to determine the appropriate K value [25, 26]. 

 
Figure 2. k-Nearest Neighbor (kNN) 

2.4. Decision Tree (DT) 

The main purpose of the decision tree method is based 

on the idea of separating the input data into smaller groups 

using a clustering algorithm. When Figure 3 is examined, 

the clustering process continues until all elements in the 

input data have class labels. There are three steps to 

perform this process in general. These; 

• Determination of target and attribute variables 

• The dataset is divided into sub-nodes using various 

partitioning algorithms (such as ID3, C4.5) according 

to the selected attribute variables. 

• Each child node is considered a parent node if it is 

further divided according to the desired attribute [27, 

28]. 

The algorithm used in the division of the dataset is to 

ensure that each sub-node is formed homogeneously. In 

this study, the binary tree algorithm was chosen for the 

division of the root. This chosen algorithm decides by 

calculating entropy and information gain values to see if 

further division of the node is required. Entropy represents 

uncertainty, and if the entropy value is high, the 

uncertainty is high. The fact that the entropy is close to 

zero indicates that the data set is completely 

homogeneously distributed [29, 30].  
 

 

Figure 3. Decision Tree (DT) 

2.5. k-fold Cross validation  

How much of the dataset will be used as the training set 

and how much as the test set varies according to the nature 

of the studies [31]. In this study, k-fold cross validation 

method was used to separate the dataset into training and 

test sets. The biggest advantage of the method is that it 

allows all observations to be used at least once for both 

training and testing. For this reason, all the data in the 

dataset are subject to both training and testing, thus 

positively affecting the classification performance. In the 

k-fold expression, the letter k represents a numerical value 

and indicates how many parts the data set will be divided 

into. The number k is usually chosen with 5 or 10. The 

process is based on dividing this k number of datasets and 

using k-1 training data as test data if it is 1 piece. Then, 

each part divided in turn is used as test data. As a result, 

the performance of the method used is expressed as the 

arithmetic average of the sum of the performances 

obtained by using each part as test data. In this study, the 

number k was chosen as 10 [29, 30]. 

2.6. Confusion matrix 

One of the techniques used to evaluate the prediction 

performance of training and test data is the complexity 

matrix [32]. The values in the matrix are used to evaluate 

the results of classification problems and to compare their 

performance [33, 34]. When a two-class confusion matrix 

given in Figure 4 is examined, the values of TP, TN, FP 

and FN given in the matrix mean the following; 

 
Figure 4. A two-class confusion matrix 

Positive (P) Negative (N)

True (T) TP TN

False (F) FP FNP
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d
ic
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d

True Class
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- TP: True Positive. The real class of the data and the 

predicted class are the same 

- TN: True Negative. Correct guessing that the data 

belongs to another class 

- FP: False Positive. Estimating the data in the real class 

even though it belongs to another class 

- FN: False Negative. Predicting data in another class 

when it should belong to the real class. 

2.7. Performance Metrics 

Different performance metrics are used to evaluate 

machine learning methods. In classification problems, 

various metrics are calculated from the values obtained 

from the confusion matrix [35]. Accuracy, precision, 

recall, F-1 score, specificity, AUC (Area Under Curve) 

and ROC (Receiver Operating Characteristic) 

performance metrics were used in this study. 

Accuracy: It is found by dividing the number of correct 

guesses by the number of all guesses. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
𝑥100 

Precision: The positively predicted (TP + FP) is the ratio 

of how many of the samples were predicted correctly. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
𝑥100 

Recall: It is the ratio of how many of the samples that need 

to be predicted positively (TP + FN) are predicted 

correctly. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
𝑥100 

F1 score:  Combines the precision and recall values to a 

single number. 

𝐹1 𝑆𝑐𝑜𝑟𝑒 = 2 ∗
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
𝑥100 

The ROC curve provides a visualization of the accuracy 

of the methods used and a visual comparison of the 

differences between the classification models. In the 

coordinate system from which the ROC curve will be 

obtained, it shows the true positive value (sensitivity) of 

the dataset on the Y axis and the false positive value (1-

specificity) on the X axis. The ROC curve is obtained by 

combining the points corresponding to true positive and 

false positive at each cut point. The area under the ROC 

curve (AUC) is a measure of how well a parameter can 

distinguish between two groups [30, 31]. 

3. EXPERIMENTAL RESULSTS 

A dataset containing announcements about traffic 

accidents in the city of Istanbul, Türkiye, was used. The 

dataset contains 136,964 data. Using these data, 

classification processes were carried out with three 

different machine learning methods. The block diagram of 

the study is shown in Figure 5. 

 

Figure 5. Block diagram of traffic accident status classification 

The computer features on which the experiments were 

performed are shown in Table 2, and the training 

parameters of each classification method are shown in 

Table 3. 

Table 2. Computer features used in experiments 

Processor Intel i5 10200H @2.4Ghz 

RAM 24 GB 

Graphical Card Nvidia GeForce 1650Ti 4GB  

Operating System Windows 10 

 

Table 3. Training parameters of machine learning methods 

ANN kNN DT 

Hidden layer 

neurons: 100 

Activation: ReLu 

Solver: Adam 

Iterations: 100 

Number of 

neighbors: 5 

Metric: Euclidean 

Weight: Uniform 

Number of 

instances in 

leaves: 2 

Split subsets: 5 

Maximal tree 

depth: 100 

The cross-validation method was used in the training 

and testing stages of machine learning models. In the 

cross-validation method, the k value was determined as 10. 

As a result of the classifications, a confusion matrix was 

obtained for each machine learning model. The confusion 

matrix of the ANN model is shown in Figure 6, the 

confusion matrix of the kNN model is shown in Figure 7 

and the confusion matrix of the DT model is shown in 

Figure 8. 

 

Figure 6. Confusion matrix of ANN model 
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Figure 7. Confusion matrix of kNN model 

 
Figure 8. Confusion matrix of DT model 

When the confusion matrices of the machine learning 

models in Figure 6, Figure 7 and Figure 8 are examined, it 

is seen that the data belonging to the same classes are 

classified correctly and incorrectly in close numbers. Due 

to the small number of data in some classes, the training of 

the models was insufficient for the classes with a small 

number of data. For this reason, classification difficulties 

were encountered during the testing phase. If the data 

numbers in the classes are close, the training of the models 

can be carried out exactly. However, it can be understood 

from the data on the confusion matrices that the data in the 

most important classes are correctly classified. The 

performance metrics of the models were calculated using 

the data on the confusion matrices. Obtained performance 

metrics are shown in Table 4. 

Table 4. Performance metrics of all machine learning models 
(%) 

  Accuracy Precision Recall F-1 Score Specificity AUC 

ANN 92.1 89.1 92.1 89 95.1 1.035 

kNN 91 89.8 91 90.1 97.8 1.167 

DT 89.8 88.3 89.8 89 95.3 1.267 

According to Table 4, it is seen that the model with the 

highest classification accuracy is the ANN model. The 

highest precision value belongs to the kNN model. The 

highest recall value belongs to the ANN model, as in the 

classification accuracy. F-1 Score and specificity values 

were obtained from the highest kNN model. The highest 

AUC value was obtained from the DT model. Another 

parameter that shows the training and test performances of 

the models is the ROC curves. ROC curves for all models 

are shown in Figure 9. 

 

Figure 9. ROC curves of all models 

When Figure 9 is examined, it can be said that the DT 

model is the best learning model. The ANN model is seen 

as the worst learning model. However, the opposite 

situation was observed in classification accuracy. The 

highest classification accuracy belongs to the ANN model. 

The lowest classification accuracy belongs to the DT 

model. Classification times of models are also an 

important factor for their usability in applications. 

Training and testing times for all models are shown in 

Table 5. 

Table 5. Training and testing time of all models (sec) 

 Training Time Testing Time 

ANN 216.240 0.747 

kNN 13.142 13.073 

DT 80.471 0.027 

When Table 5 is examined, it is seen that the highest 

education period belongs to the ANN model. The lowest 

training time belongs to the kNN model. The highest test 

time belongs to the kNN model and the lowest test time 

belongs to the DT model. 

4. Conclusions 

Detection of traffic accidents through announcements is 

an extremely important issue in terms of time and cost. 

Based on this problem, accident detection models from 

traffic announcements were proposed by using 136,964 

traffic announcements made in Istanbul. Three different 

machine learning methods were used to classify the data. 

ANN, kNN and DT methods, which are frequently used in 

the literature, were used to classify the data. As a result of 

the classifications, the highest classification accuracy was 

obtained from the ANN model, 92.1%. The lowest 

classification accuracy was obtained from the DT model, 

89.8%. When the training and testing times of the models 

are compared, the model that completes the training in the 

least time is the kNN model with 13.142 seconds. The least 

test time belongs to the DT model with 0.027 seconds. 

According to the results obtained from the classification 

models, it is thought that the proposed models can be used 

in the prediction of accidents from traffic announcements. 

In this way, positive benefits will be provided in terms of 

time and cost. By creating a decision support system with 
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the models obtained, it is possible to automatically detect 

the accident and direct the teams. 
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